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Preface

We have aimed in this book to produce a concise, accessible introduction to aeolian geomorphology. The recent flourishing state of our sub-discipline is manifest in a flurry of papers in scientific journals. The rate of activity is revealed by the huge number of papers published in the last two years that we have referred to. It is true that there have been a number of specialized collections of papers, one or two monographs, and chapters and papers in other books (mainly about desert geomorphology), but most of this work is fragmented, and not highly accessible to the general geomorphologist, much of it being at a very technical level. In fluvial, glacial, periglacial, coastal and slope geomorphology, by contrast, there is a large choice of specific volumes which make the subjects accessible to non-specialists, particularly undergraduates. We hope to redress the balance.

At first sight it may seem strange that a book on the geomorphological work of the wind should be written by two geomorphologists from such a wet place as England, but there are two perfectly good reasons. First, the concentration of geomorphologists on glacial, fluvial and coastal landforms has blinded most people to the quite considerable extent of our coastal sand dunes, our almost as extensive ancient inland dunefields, and the less extensive but widespread deposits of loess, as well as to the huge contribution that the wind has made to soils everywhere in Britain. Our islands were much more wind-blown 20,000 years ago than they are today. Even today we suffer, albeit on a much smaller scale than places like Kazakhstan, from wind erosion on agricultural fields and from outbreaks of desert dust (in our case from the Sahara). In fact, the work of the wind in Britain may be almost as obtrusive in everyday life as that of rivers, and more conspicuous than that of slopes.

Second, we have a flourishing, though small community of aeolian geomorphologists in Britain, largely the intellectual inheritance of Dick Grove, who is still at work in Cambridge. One of us was taught by Dick Grove himself, and the other in turn by one of his students, Andrew Goudie. We owe them a considerable debt for kindling our interest in deserts and aeolian processes.

We have been at pains throughout the book to emphasize that aeolian geomorphology is a rapidly expanding topic, in which there are very many uncertainties. We hope that we have capitalized on these, for they do present advantages. They encourage interesting debates, stimulate further enquiry, and as a teaching medium allow us to emphasize the fragile nature of most scientific study, the need to keep an open and enquiring mind, and the need to develop the appropriate techniques. Aeolian geomorphology is a good medium for thought in three other respects. It requires a great breadth of related disciplines to be focused on its problems. It operates at a range of scales, from the microscopic to the global and from processes that
last less than a second to those that continue for millennia. Finally, when it comes to application, successful aeolian geomorphology, like the application of other parts of the discipline, needs attention to social and political analysis. By providing a summary of the state-of-the-art, our intention is to stimulate further interest and enquiry.
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Wind environments

The work performed by the winds in the atmosphere appears hardly to have received its due share of attention.

(Udden 1894: 318)

The work of the wind

A century after Udden wrote these words, aeolian geomorphologists may still feel neglected, but they must also acknowledge that their branch of the discipline has experienced a recent surge of interest, if measured by the geometric increase in the volume of literature over recent decades.

The renaissance has a number of elements. The space programme, which was extraordinarily well funded in the 1960s and 1970s, sought terrestrial analogues for aeolian features on other planets, most notably Mars (Greeley and Iversen 1985), and also supplied surveys of Earth from satellite images that revealed the vast extent and astonishing patterns of aeolian landforms (McKee 1979a). Microprocessor technology has provided better monitoring equipment, which can now be relied upon in hot, cold, sandy, salty and dusty environments (Chapter 2). Better vehicles, better roads and better navigational equipment have made it much easier and safer to travel in deserts. Since about 1980, new discoveries have made the dating of aeolian deposits very much easier (Chapter 8). Finally, the management of wind erosion on agricultural land has continued its stimulus to research into aeolian geomorphological processes (Chapter 9).

Shortly after Udden’s seminal writing, there was a weak attempt to kindle interest in aeolian geomorphology when, early in the twentieth century, some authorities tried to promote the idea that wind is an important agent of erosion as water, in deserts at least. Keys (1912) spoke of ‘eolation’ as a process that had planed off vast surfaces (Chapter 3). The patent exaggeration of these claims and the clear evidence of the activity of water meant that almost all subsequent workers looked only to fluvial and slope wash processes to explain even desert landscapes. With the glaring exception of Bagnold’s mould-breaking The Physics of Blown Sand and Desert Dunes in 1941, the domination of geomorphology by fluvialists was sustained in the ‘quantitative revolution’ in the geomorphology of the 1950s and 1960s when measurement of processes, particularly in small fluvial catchments, became the vogue. Chorley and others in 1984 could suggest with impunity that the drainage basin was the fundamental unit for geomorphology, yet in doing so they were clearly ignoring the work of the wind.

Neglect was possible because, in the absence of the recent advances in earth observation and methods of measurement, few geomorphologists, if any, guessed at the enormous extent of aeolian landforms or at the magnitude of their role in earth surface sediment movement. It will be shown later in this book that aeolian landforms (with little fluvial influence) can conservatively be estimated to cover 20–25 per cent of the terrestrial land surface; to dominate deep-ocean sedimentation; to compete with (though not surpass) the amounts of sediment carried by rivers; to have played an even greater role in geomorphology during some recent phases of the Pleistocene; and to play what is probably a dominant role in the geomorphology of some other planets. The aim of this book is to report these recent discoveries and to change the balance within geomorphology in favour of aeolian processes.

Aeolian geomorphologists no longer make extravagant claims for the power of the wind, but, dealing as they do with these intrusive and potentially damaging processes and this great variety and extent of features, they can justly claim that the effect of the wind on landscapes, within and without the deserts, is a major force in earth surface sculpture.
Aeolian geomorphology (sometimes spelt 'eolian' in North America) is the study of the ways in which wind moves sandy material more readily than coarser or finer particles, it operates most effectively where there is material of this size at the surface and where it is not held down by vegetation or moisture. Deserts, being dry and relatively bare, are therefore the prime area of aeolian activity, but it is by no means restricted to these areas. Places where the supply of the right kind of sediment is abundant, such as coasts and the edges of glaciers, are also susceptible, and places where the protective vegetation layer has been removed, especially by agricultural practices, may also become very vulnerable.

The scale of aeolian processes ranges from the entrainment of an individual grain of dust to the movement of dunes composed of many hundreds of thousands of tonnes of sand, and the scale of aeolian features extends from the minute pits created by the impact of saltating sand grains to the world's major sand seas, many as large as medium-sized nation states. Aeolian processes include the insidious stripping of topsoil from fields and the transport of great quantities of sediment in dust storms; the deposition of this material far from its source; the transport of great volumes of sand by saltation just above the desert surface; the abrasion of the surfaces that these sand streams encounter; the accumulation of this material into dunes; and the seemingly inexorable movement of these dunes. The aeolian features that these processes produce include eroded ridges, or yardangs (Chapter 3) (photo: Carol Breed); (b) a dust storm (Chapter 4); (c) deposited dust, which is known as loess, in the valleys of the Matmata Plateau, Tunisia (Chapter 4); (d) a desert sand dune, Namib Desert (Chapter 5).

Global circulation and wind patterns

Wind is the consequence of differences in air pressure from place to place. As a general rule, air moves from areas of high pressure to areas of low pressure, although other factors act to complicate this simple rule.

At the broadest level, the global circulation of air masses is thermally driven. Air warmed at the equator rises and moves poleward, although it does not actually make it to the poles. It sinks in the subtropics, creating two thermally driven cells on either side of the equator, which extend to latitudes of about 30° north and south and are known as the Hadley Cells. Beyond these, in the mid-latitudes and within the polar circles, there are two further cells which are less directly driven by radiation differences (Fig. 1.2).

Atmospheric high pressure exists where air subsides and surface low pressure exists where air diverges. Thus there are high-pressure cells, or anticyclones, formed in the subtropics and around the poles; and low-pressure areas, also called depressions or cyclones, at the equator and in the mid-latitudes.

Because of the need to conserve angular momentum on the spinning surface of the globe, air flow is not directly from high pressure to low pressure, but around these cells. Angular momentum is greatest at the equator which is the latitude furthest from the Earth's axis of rotation. Because the Earth spins towards the east, near-surface air moving towards the equator is deflected to the right in the northern hemisphere and to the left in the southern hemisphere, creating a pattern of easterlies near the equator in both hemispheres. In the northern hemisphere, air moves clockwise around high pressure and anticlockwise around low pressure; in the southern hemisphere, the reverse is true. The surface wind pattern which develops is of easterly trade winds between the tropics; of mid-latitude westerlies between the subtropical highs and the polar front; and of another zone of easterlies close to the poles. This general pattern is further disrupted by the disposition of land and sea on the earth's surface and by the topographic variation of the land to give the pattern in Fig. 1.3.

The global distribution of wind energy does not demonstrate overwhelming latitudinal patterns, but indicates that the windiest places are along coasts and the calmest in continental interiors (Elbridge 1980).
Aeolian geomorphology

Desert wind systems

Much aeolian geomorphological activity, though by no means all, takes place in deserts. The largest of the tropical and subtropical deserts are dominated by the subtropical high-pressure systems and may therefore be subject to the relatively low-energy wind systems associated with the centre of the anticyclones, at least for part of the year (e.g. Kalahari, southern Africa). Others, however, are subject to the relatively high-energy environments of the tropical easterly trade wind belts which blow around the anticyclones and which blow over nearly half the globe. The intertropical convergence zone (ITCZ), which separates the wet air of the equatorial belt from the dry air of the subtropical and mid-latitude deserts, moves seasonally from tropic to tropic, altering the strength and position of the subtropical high-pressure wind systems (Fig. 1.3). Areas that are relatively calm under the influence of subtropical highs for part of the year may be subject to incursion by stronger wind regimes, including hurricanes and the monsoons, for the other part.

The trade winds are strongest on land in winter when the anticyclones are best developed. In the Sahara the trades blow in winter as the Harmattan which is responsible for considerable aeolian activity, moving both dust (Chapter 4) and sand (Chapter 6). A weaker system, associated with the anticyclones is the Eolian wind system, which operates on the northern parts of the Sahara in summer.

The other major weather systems to affect the tropical and subtropical deserts are the monsoons, drawn in towards the continents in summer. The Asian monsoon is the strongest of these, drawing south-westerly winds across the eastern tip of Arabia, into southern Pakistan and across western India. This system also draws a north-westerly wind, known as the Shimal, across parts of Arabia and Iran, and is a major cause of dust storms in this area. These large-scale wind patterns are responsible for large-scale patterns of aeolian activity. The Harmattan, for instance, is responsible for entraining a huge volume of dust from the Sahara and depositing it in the Atlantic Ocean. It has also been credited with the pattern of sand flow throughout the Saharan sand seas. The pattern of dunes in the southern hemisphere deserts of southern Africa and of Australia has been attributed to the anticyclonic wind flows around the anticyclones centred on those continents, although not without contention.

Aeolian activity is important in cold environments as well as hot. Eldridge's (1980) work showed that wind energies are often greatest in the poleward parts of the continents, and Cailleux (1967) reported mean velocities in Antarctica of 22 m s\(^{-1}\), with a maximum at Mirny (66°S 96°E) of 82 m s\(^{-1}\) and at Cape Denison...
Land and sea breezes

Apart from deserts, the other major location of aeolian activity is coasts. This high level of activity is in part a result of a plentiful supply of material exposed in the littoral zone. It is also because winds blowing onshore, having travelled over the very low friction surface of the sea, have higher velocities than are experienced in nearby locations inland. In addition, however, the different thermal properties of land and water cause land and sea breezes.

Because the land surface responds more rapidly to daytime heating than the sea, a pressure difference is created and air is drawn inland, or onshore. At night the more rapid cooling of the land reverses the effect and winds are from land to sea, offshore. The onshore air movement, or sea breeze, is generally the stronger and is most commonly felt from mid-morning into the evening. Like anabatic and katabatic winds, these effects often intensify larger-scale wind patterns. They may be very important in the formation of coastal dune systems (Chapter 5).

Wind regimes in the past

Global wind regimes have not always been as they are today. Climate change has included major and minor shifts of wind belts, and changes in wind velocity. For example, the extension of ice sheets towards the equator also brought the high-energy environments associated with periglacial regimes. The effect of shifting regimes and climate change are discussed in later chapters, and especially in Chapter 8. The evidence shows some much windier periods in the past, most notably at the time of the last glacial maximum, when even more dust and sand was being transported than today.

Measuring and describing wind patterns

Most meteorological stations record wind speed and direction, and these data are potentially of very great value to aeolian geomorphologists. The records of speed are made with anemometers, the details of which are discussed in Chapter 2.

Some care needs to be exercised when dealing with these data, particularly when they are located in remote locations. First, the measured velocity is dependent on the height at which the reading is taken, especially in the few metres closest to the ground (because there is a gradient of increasing wind speed away from the Earth’s surface). The WMO recommends that anemometers are mounted 10 m from the ground and that they are sited in an open situation, but in reality this is often not the case. Where the height of the anemometer is known, some adjustment may be possible by using estimates of the nature of the velocity profile.

Second, the method of recording varies greatly. The most sophisticated data logging is by microprocessor which can then be downloaded at the site or even relayed back via a satellite link. This is a particular advantage when meteorological stations are in remote locations. In older equipment the logging is mechanical whereby a trace representing speed and direction is recorded on a paper roll which is changed weekly or monthly. Wind speed information may be collected manually from a totaliser anemometer which records the total number of revolutions since the last record, often every 6, 8 or 12 hours, but data like these, averaged over a number of hours, lade major peaks and calms of wind speed. Occasionally wind speed and direction are recorded by an operator from an anemometer and vane which give instantaneous readings of the current situation. Each of these three methods of recording – continuous logging (either electronic or mechanical), totaliser or instantaneous reading – gives different results, and consequently some care must be exercised when comparing data sets.

The great variety of wind climates created by global and local wind patterns can be represented by diagrams of the frequency of winds blowing from different compass directions over a year. These frequency diagrams are called wind roses. Aeolian geomorphologists usually convert the data that are used to create a wind rose to show the potential of the wind to move sand or dust, and the resulting diagrams are called sand or dust roses. The conversion involves equations that relate wind speed to potential sediment transport rate, which are discussed in Chapter 2.

Conclusion

We have moved a considerable way in recent years towards an understanding of the effect of the wind on landforms, but few aeolian geomorphologists would now disagree that they should know yet more about winds. There are two major constraints. First, winds are nowhere as well measured and recorded as streamflow is for fluvial geomorphologists. Second, the dynamics of the wind are the domain of meteorologists, and few aeolian geomorphologists are adequately aware of the state of thinking among modern meteorologists. It is to be hoped that both these constraints may be overcome, the one by new forms of data capture, as from satellites, the other as a new generation of aeolian geomorphologists realises the importance of meteorology to their subject.

Further reading

The recent renaissance of aeolian geomorphology is reflected in the publication of other textbooks on more restricted topics (e.g. Pye and Tsoar (1990) on sand dunes; Pye (1987) on dust) as well as books on deserts which include sections on aeolian geomorphology (Thomas 1989b; Conke et al. 1993; Abrahams and Parsons 1994). There have also been proceedings and reports from a number of relevant conferences (Thomas et al. 1985; Nickling 1986; Gimmingham et al. 1989; Bakker et al. 1990; Nordstrom et al. 1990; Barnsdiiff-Nielsen et al. 1993; Nordstrom and Willett 1991; Pye 1993a, 1993b; Pye and Lancaster 1993). Bibliographies have recently been provided by Buseh et al. (1984), Horikawa et al. (1986) and Lancaster (1988). Greater depth is given to the discussion of atmospheric circulation and wind patterns by a number of books including Barry and Chorley (1992) and Oke (1990). The structure of winds in the boundary layer is given fuller coverage by Greely and Iversen (1985).
### Introduction

The physics of erosion, transportation and deposition by the wind, which this chapter examines, are at the heart of aeolian geomorphology. In essence, the chapter is an elaboration of a very simple statement about these processes: strong winds can entrain and carry more particles than gentle ones. The chapter concludes with an introduction to ripples, which is included here because of the close connection between ripples and sand transport mechanisms at the scale of individual grains.

### Fluid flows

Wind is the movement of air. As a fluid, air behaves in many ways like water, another fluid, but air is 1000 times less dense, and this restricts the size of material it can move. The definition of a fluid is that it cannot resist stress, or an applied force. Pushing against a solid such as a piece of rock at first causes little deformation, although as the force is increased, the solid may eventually break or deform catastrophically. Fluids, in contrast, always deform or flow when a force is applied. For there to be a wind, a force must have been applied by the difference in air pressure from one place to another.

### Viscosity

Viscosity is the capacity of a fluid to resist stress. All fluids display viscous behaviour when they deform under any stress, but a given force deforms different fluids to different extents. Fluids that are more viscous are more able to resist stress. Viscosity is temperature-dependent, so that the same fluid becomes less viscous (more readily moved by stress) when it is heated.

### Flow types

Fluid flows can be described as being laminar or turbulent. Laminar flow is rare either in water or in air. Turbulent flow is the usual condition, and comprises eddies, which, while making overall downstream or downwind progress, have internal patterns of motion and a certain independence of behaviour. Turbulence is induced by friction between a boundary and the fluid (discussed further below), by obstructions in the flow or by thermal effects.

Individual molecules or pockets of air in a turbulent flow move in complex swirling patterns at a range of spatial and temporal scales, up, down, from side to side, and often in the opposite direction to the net flow. Velocity measurements in these conditions can only be statistical averages over time, and are usually only expressed in the downwind direction. Notwithstanding this convention, the other components of flow can be very important in aeolian geomorphology. The upward component, for example, is crucial to the suspension or long-distance transport of dust (Chapter 4).

The degree of turbulence is expressed by the Reynolds number, devised by a nineteenth-century physicist, Osborne Reynolds. The Reynolds number is defined thus:

\[
Re = \frac{\rho U L}{\eta}
\]

where \( \rho \) is fluid density, \( U \) is flow velocity or the thickness of the boundary layer (the zone in which velocity is constrained by the effect of the boundary), \( L \) is mean flow velocity, and \( \eta \) is fluid viscosity.

### Re

Re is a dimensionless ratio in which higher values indicate greater turbulence. Laminar flow occurs when the effect of viscous forces (those resisting deformation) dominate the inertial forces (those resisting changes of speed); turbulent flow occurs when the opposite is true. Because the flow depth in air in the atmosphere is always relatively large and viscosity is low, Re values in air are always high even in fairly gentle winds. In air, flow is turbulent when Re exceeds about 6000.

### Interaction of the wind and the bed

#### Wind shear

Wind shear

The energy to lift and carry grains of sand and dust comes from the wind as it 'shears' the Earth's surface. Shear occurs when one body (in this case the air) slides over another (in this case the ground). The shear force per unit area (in N m^{-2}) is termed \( t_{0} \) (tau-zero). The shear force of the wind on the ground surface has been virtually impossible to measure directly until very recently because instrumentation had not been developed that could record what was happening at the surface, even in wind tunnels. A probe that is flush with the surface has now been developed, and this does give an idea of the surface shear (Castro and Wiggs 1994), but it is not yet able to measure all the kinds of problem associated with aeolian geomorphology, especially in field conditions. Before the probe can be adapted (which may take several years), geomorphologists and engineers must make do with other ways of estimating shear. In the absence of direct measurements, they have been accustomed to using an elegant, but not necessarily exact, method developed by the great early twentieth-century aerodynamicists Kármán and Prandtl.

The Kármán/Prandtl reasoning relies on two assertions about the nature of the velocity profile in the atmospheric boundary layer (Fig. 2.1). The first is that, because of the friction that occurs between a fluid and an 'aerodynamically rough' surface (which almost all natural surfaces are), there is a miniscule thin layer of air immediately above the surface (or 'bed') in which flow is stationary or very slow. The depth of this 'viscous sub-layer' is related to the roughness of the bed, and is so small that it is only about 1/300th of the height of protruding irregularities such as sand grains. The depth can be thought of as equivalent to the 'roughness length', denoted by \( z_{0} \).

#### Grains in motion

Fig. 2.1. The idealized height pattern of velocity (or velocity profile) of the wind over a smooth, flat surface. The notations are explained in the text.

The roughness length, being very small on most bare surfaces, is almost impossible to measure, and is usually derived by extrapolation from the wind profile, which is assumed to be logarithmic and must therefore reach the ground at a height above zero (Fig. 2.1). The logarithmic assumption, however, is itself dubious in many natural situations, and, in consequence of this and other problems, estimates of \( z_{0} \) vary wildly. One set of five measurements of wind velocity above 0.4 m from the rough surface of a beach, yielding an acceptably logarithmic profile, could have been taken to predict a \( z_{0} \) of 10^{-11} m (the wavelength of gamma rays), which is clearly absurd (Sherman and Bauer 1993). Now setting this and estimated, if careful procedures are followed (Bauer et al. 1992). Only now are more precise observations being made on the effect of the size and spacing of roughness elements on the position of \( z_{0} \) and some are finding that many of the older assumptions about \( z_{0} \) are very tenuous (Gillies and Nickling 1994). Moreover, these wind-tunnel examinations do not account for natural roughness elements in the field. Ripples are the most obvious (and ubiquitous) of these, and may increase the effective \( z_{0} \) tenfold (Sherman and Bauer 1993). For all these problems, the reality of the roughness length concept has to be accepted for the moment.

The second Kármán/Prandtl assumption, sometimes termed the 'law of the wall', is the semilogarithmic pattern of increase in velocity with height.
above $z_0$ (Fig. 2.1). This is another gross approximation of what actually occurs, but suffices in simple situations.

With these two principal assumptions, the Kármán/Prandtl approach allows the calculation of another quantity, the shear velocity (also sometimes termed friction velocity), which is commonly denoted as $u_*$ (can be said "u star"). Shear velocity is related to shear stress thus:

$$u_* = (\frac{\tau}{\rho u_0})^{1/2}$$

where $\tau$ ("rho-a") is the density of the air (in kg m$^{-3}$); $u_*$ therefore has the dimensions of velocity (m s$^{-1}$), which is why it is termed 'shear velocity'.

The reason that $u_*$ is useful for estimating $z_0$ is that $u_*$ is said in the Kármán/Prandtl approach to be related to the velocity profile, and velocity profiles are relatively easy to measure in the field and laboratory. The relationship of $u_*$ to the slope of the velocity/log height curve is shown on Fig. 2.1 and can be written in the following way:

$$u_*/u = 1/k \ln (z/z_0)$$

where $u_*$ is wind velocity at height $z$; and $k$ ("kappa") is Kármán's constant, usually taken as 0.4.

If this reasoning is accepted, all that is needed to discover the surface shear force is to place a few anemometers at different heights above the surface and to derive the velocity profile from their output (Fig. 2.2). If a value for $z_0$ and the logarithmic nature of the profile are assumed, only one anemometer is needed. Both of these approaches have been common in recent aeolian geomorphology (in the absence of anything better), and although the discussions above and below show that both are based on many dubious assumptions, both methods have given useful results (Mulligan 1988; Burkinzaw et al. 1993; Wiggs 1993).

Micrometeorological anemometry

The continuing improvement in the design of anemometers has allowed increasingly better measurements of shear on the Kármán/Prandtl assumptions. The most popular design in the recent past has been the cup anemometer (Fig. 2.2). The cups rotate on arms, and operate a reed switch whose periodic signals are recorded on a logger. Cup anemometers have improved and now jam with sand less regularly, but they still have many disadvantages. They respond slowly to an increase in wind speed, and worse, keep on spinning when it decreases. Thus they can give only averaged wind speeds over times greater than a few minutes. Moreover, their bulk means that they cannot be placed close to the ground where wind-speed measurements is critical.

Hot-wire or film anemometers are a newer development. They work on the principle that higher wind speeds reduce temperature proportionately in a heated wire. They can be made much more sensitive to fluctuating wind speeds than cup anemometers, thus recording much more of the turbulence. They are now the principle instrument used in wind-tunnel studies, but only recently have they been made sufficiently robust to withstand sand blast (for use in the field or a wind tunnel into which sand can be introduced); these are 'armoured hot-film probes' (for example, Kocurek et al. 1994). The state-of-the-art anemometer is an armoured cross-wire probe that records wind-speed variations in two orthogonal directions, allowing it to record stresses on the surface (Castro and Wiggs 1994).

None of these systems of anemometry can in general be used to record wind direction. This is usually done with a rotating vane.

Problems with the Kármán/Prandtl approach

The major assumption in the Kármán/Prandtl approach, the logarithmic profile, is very dubious in field conditions. There are two particular complications. These occur when there is strong heating or cooling (as in deserts), or when the air flow is over topographic obstacles (like yurtdangs and dunes), or when there are changes in surface roughness (Chapter 5). In all these cases, velocity profiles diverge seriously from the logarithmic model. Natural environmental conditions are rarely stable enough or homogeneous enough for semi-logarithmic profiles to develop, though they may persist in wind tunnels.

The second dubious assumption in the Kármán/Prandtl approach is that turbulence is assumed to be fairly uniform. It is easy to see why this issue was avoided, for turbulence is very hard to measure, being three-dimensional and at a number of different scales. But turbulence has a number of effects on the entrainment and movement of sediment. Perhaps most important, it causes fluctuations of shear on the bed; for example, Rasmussen et al. (1985) found that turbulence over periods of 240 s caused $u_*$ to vary by 10 per cent. Turbulence shaker and loosens particles, though the exact importance of this process is hard to gauge. Turbulence appears to be much more significant to the entrainment of dust than to that of sand (Chapter 4: Nepling 1978).

Turbulence also produces the almost universal ‘flurries’ of grain movement that can be seen in any cloud of sand or dust, even in the tightly controlled conditions of a wind tunnel. These are almost certainly very important in initiating movement, for they apparently raise a flush of grains on their leading edge, and these grains are probably the ones that initiate more general saltation (Williams et al. 1990; Butterfield 1993). The flurries probably follow the ‘burst-sweep’ pattern first identified under water by Grass (1971), and it is also probable they that leave shallow flow-parallel traces on the surface. On a beach or in the desert, moving sand organizes itself into long streamers (Fig. 2.3), which probably also...
follow these burst-sweep patterns. These may manifest themselves as flow-parallel vortices, which break up and re-form in an irregular fashion. They create conditions in which sand flux is extremely variable at any one site, falling to zero during some 5 s periods, even in very strong winds, and this makes the detailed prediction of sand flux, on small temporal or spatial scales, very difficult, if not impossible (Arens 1995). In spite of their importance to the understanding of sand movement and sand flux, very little is known about these types of movement.

Furthermore, and at a larger scale, turbulence is associated with some weather patterns more than others. Thus the passage of fronts or thunderstorms can bring very turbulent winds which rarely allow the surface to stabilise, and thus render it much more susceptible to movement (Helm and Breed 1994). Helm and Breed found that sand movement in Arizona was related to much the same range of weather systems as was dust movement (Chapter 4), each with its distinct turbulence characteristics.

When considering the force delivered by the wind to the bed, aeolian geomorphologists are left in a rather unsatisfactory position. There is now enough information to confirm that Kármán/Prandtl assumptions about the character of boundary layers are too simplistic, but as yet there is insufficient theory or technology to be able to offer a fully developed alternative, although some of the technological problems may soon be overcome. This will therefore be an area of considerable study for the immediate future.

The beginning of sand movement is achieved in a number of ways. These are very difficult to observe or to model, and, despite some theorizing and observation, little is known about them. Recent work shows that the processes are very complex.

In theory, loose particles on a surface over which a wind is blowing experience a vertical lift force, which, if sufficient, can overcome two types of resistance (Fig. 2.4). The first form of resistance is the gravitational force

\[ (\rho_p - \rho_a) g d^3 \]

where \( g \) is the acceleration due to gravity, \( \rho_p \) is the particle density, \( \rho_a \) is air density, and \( d \) is the particle diameter. The second type of resistance is a group of other forces that include friction and cohesion. These arise because the grains are tightly packed together and are proportional to \( \rho_p d^2 \) (Iversen et al. 1987).

Higher velocities are accompanied by lower pressures (Bernoulli’s equation), so that where the velocity profile is steepest, bringing high and low velocities close together in the airstream, as it does near the surface, there are also great pressure differences. Thus grains protruding into this zone of the flow experience pressure changes which may induce some lift. Protrusion compounds the pressure effect by forcing the flow to accelerate over the particle (yet further lowering pressure). However, lift can only be important very close to the bed, and even then can raise grains only slightly. It may well be more effective on rough beds in the field than on smooth beds in wind tunnels, on particles already in motion by drag than on static ones, and in conditions in which turbulence can provide sudden very low velocities.

Drag

Most experiments have shown that drag is more powerful than lift. The two components of drag are surface drag, which is skin friction between the particle and the air; and “form drag”, produced by the difference in pressure between the windward and lee sides of the particle (especially if there is flow separation, as over angular particles, and/or at high Reynolds numbers, as is general in fast flow). Because surface drag is greatest on top of the particle, it tends to roll it, while form drag causes the particle to both roll and slide. Drag may even induce ejection when moving particles collide or are dragged over small projections (Nalpanis 1985).

The threshold of movement

One of the most important concepts in aeolian geomorphology is the minimum force required to move particles of a given size. This is known as the ‘threshold (or critical) shear force’ \( \tau_c \) for that size of particle. Because of the practical problems encountered in measuring surface shear forces (outlined on pages 9–10), it is more usual for the ‘threshold velocity’ \( u_c \), or better still the ‘threshold shear velocity’ \( u_{c(\rho)} \), for any size of particle to be calculated or measured.

If a succession of trays of particles, each with grains of different size, is exposed to a range of wind speeds in a wind tunnel, and the value of \( u_c \), at which the particles begin to move is plotted against the size of particle on the trays, a minimum value of \( u_{c(\rho)} \) is found, with threshold values increasing away from the minimum towards both finer and coarser grains (Fig. 2.6). For quartz grains the minimum threshold velocity is in the range 70–125 \( \mu \text{m} \) (micrometres or microns; 1 \( \mu \text{m} = 10^{-6} \text{m} \)). The minimum decreases with particle density (Iversen and White 1982). Many authorities have reviewed the theory behind this kind of behaviour (for example, Pye and Tsoar 1990).

This kind of experiment also reveals a difference between the static (or fluid) threshold and the dynamic (or impact) threshold. The static threshold marks the point at which grains first start to move (by drag and
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was Nickling's (1988) study of the relationship between sediment sorting and the threshold velocity for sand movement, which showed that the threshold velocity was lower for finer than for coarser sediments. Nickling's study served as a basis for further research on the threshold of sand movement.

The threshold of sand movement is determined by the balance between the forces of gravity and wind. The wind must first overcome the gravitational force to lift sand particles, and then it must overcome the cohesive force between the sand particles themselves. The threshold velocity is the speed at which these forces are balanced, and it is a function of the size and shape of the sand particles, as well as the properties of the wind.

Other factors that influence the threshold of sand movement include the surface roughness of the sediment, the moisture content of the sand, and the presence of vegetation. The threshold velocity is lower for fine-grained sediments than for coarse-grained sediments, and it is lower for wetter sand than for drier sand.

In summary, the threshold of sand movement is an important factor in understanding the behavior of sand in wind. It plays a key role in determining the movement of sand grains, and it is a critical parameter in wind erosion and deposition processes. Understanding the threshold of sand movement is essential for predicting the behavior of sand in natural environments and for designing effective sand control measures.
at this limiting velocity. Further increases in impact energy serve to increase the rate at which particles are ejected, rather than the speed of individual particles.

Saltation hop lengths are about 12 to 15 times the height of bounce, but have a very wide distribution. Although there is some disagreement about the relationship between grain size and distance of a hop, Anderson and Bunas's (1993) model shows that small grains are generally ejected with greater velocity, achieve higher altitudes, and thus have longer jump lengths. Trajectory lengths may be directly related to $u_c$, but perhaps only for their high-travelling grains (Werner 1990). The path of descent is determined by gravity and the drag imparted by the wind (Fig. 2.5). The momentum in grains larger than about 100 $\mu$m ensures that this path is smooth and undisturbed by turbulence. Flight paths are not much affected by collisions with other saltating grains, even though there may be a number of these. Lift induced by spin (the 'magnus effect') is generally thought only to be a second-order effect.

Most models and experiments show that the great majority of grains descend at angles of between 10° and 15° (Anderson 1989), and most experiments show that the grain size increases with grain size and the one might expect from what has been said above (Jensen and Sarresen 1986). The horizontal velocity at impact of large grains is close to that at the top of their trajectory, but small ones move at a velocity nearer the wind speed close to the bed (Nalpanis 1985). Most impact velocities are below 4 m s$^{-1}$ (Anderson and Haff 1988, 1991). These velocities allow saltating grains, unlike reptating ones (see below), to have enough momentum to 'splash' up others when they return to the surface (this being the way in which reptation and creep are maintained and in which new grains enter saltation) (Fig. 2.5). This momentum is directly related to the prevailing value of $u_c$ and to the size of the particle. Higher momentum particles eject more grains (Anderson and Bunas 1993).

The cloud of saltating grains has an effect on the velocity profile of the wind. Because it is at a lower energy than the wind, the velocity profile in the saltation curtain adopts a form that is quite different from that of a wind without sand. Modelling has now confirmed Bagnold's (1941) empirical finding that, when there is saltation, wind-velocity profiles have an inflexion at a different roughness height which he termed $z_0$, and which is higher than $z_0$ over a fixed surface. The focus at $z_0$ has been called 'Bagnold's kink' by McEwan (1963). However, Bagnold's finding that $z_0$ was invariant with wind velocity is now generally rejected. Owen (1964) made a widely quoted reformulation, but newer ones are now appearing, and give better results when compared with observations (Anderson and Haff 1988; Wilburg and Rubin 1989; Werner 1990; Sherman 1992; Raupach et al. 1993). Some models and observations now also suggest that the wind-velocity profile in the saltation layer is convex upward in shape (McEwan and Willett 1991; McEwan 1993).

The changes in the wind-velocity profile in response to saltation are due to the maintenance of a feedback mechanism, for they approach a steady state quite quickly. Modelling and wind-tunnel experiments show that when wind velocity is suddenly raised through the threshold velocity over a sandy bed, the shear-velocity rapidly responds and even 'overshoots' to a peak value, before declining to a steady level (Fig. 2.7; McEwan and Willett 1991, Butterfield 1993). The rate of 'cut-in' is apparently related to $u_c$ (Anderson and Haff 1991). In Butterfield's experiments this kind of 'steady-state' rate of transport was achieved in a matter of about 9 s after movement had begun.

However, Fig. 2.7 shows that a truly steady state is not achieved until after a further period of the order of a minute or two. Between the initial rapid cut-in and this second kind of steady state, there appears to be a gentle decline in the transport rate. The explanation may be that an equilibrium has to be established between the saltating curtain and the flow above it, and that the change takes time to propagate through the curtain (McEwan and Willett 1993). Although Butterfield's (1993) experiments did detect a form of longer-term adjustment (albeit with slightly different characteristics and over a longer period than theory predicted), he noted that in real winds, in which velocity fluctuates wildly, this second steady-state condition would be reached very seldom, and therefore that flow and transport were probably in permanent disequilibrium.

**Creep**

All grains travelling close to the surface were, until recently, categorized as 'creep'. Now that they can be better observed, other processes have been distinguished, as explained below, but two residual modes of grain movement can still be described as 'creep'. One is the rolling of coarse particles driven by the impact of finer grains in saltation (which was the original conception). The other is the rolling of these grains into crevasses created by the saltation impact (induced by gravity). Creep, therefore, mostly involves the coarser particle, but the exact distinction in any one case between the size of the grains that take part in creep and those in other kinds of motion is probably a function of the prevailing mix of grain sizes and of $u_c$.

Willetts and Rice (1985a, 1986) filmed what they regarded as creep at 3000 frames s$^{-1}$, and then observed it in slow motion. With $u_c$ at 0.48 m s$^{-1}$, they found that 350–600 $\mu$m diameter grains moved at about 0.005 m s$^{-1}$. Grains of the same size began their journey as a group, but rapidly dispersed as some moved more quickly than others, and the group disappeared completely within 3 min. Some creeping grains (like some in reptation and saltation) are buried for long periods of time, often in ripples (Barndorff-Nielsen 1992). The proportion of the total load travelling in these kinds of ways must vary with grain-size mix, though it may be independent of $u_c$. The creep/saltation ratio has been found to be between 1:1 and 1:3 (Willetts and Rice 1985a), but many of the results need to be treated with caution because of the difficulty of isolating creep from the other near-surface processes, particularly reptation (see next column).

**Other near-surface activity**

When a mobile surface is examined closely it is seen that there are modes of activity other than creep. First is the differential movement and nonrandom accretion of different size fractions, depending on whether the bed is eroding or accumulating. On an equilibrium surface, by definition, grain size does not change, but there are few, if any such surfaces in nature, for dunes are dynamic bodies composed of erosional and depositional portions. On an eroding dune surface, the probability that a grain will be removed is a logarithmic function of the logarithm of its size; thus small grains are much more likely to be removed. On an accumulating surface, by the same token, the probability of deposition is likely to be a logarithmic function of the logarithm of size; here fine grains are much more likely to be deposited (Bagnold and Barndoff-Nielsen 1980). Thus erosional surfaces are overloaded with coarse grains and depositional surfaces with fine grains. This kind of process on eroding beds has been modelled by Anderson and Bunas (1993), as will be explained on page 26. When these two probability distributions are combined, a log-hyperbolic function is produced (as explained in Chapter 7).

There are yet other processes at work on a mobile sand surface. One of these is the preferential movement of coarse particles up to the surface when a sand composed of a mixture of sizes is shaken (in this case by bombardment) (Surre and Chancey 1990). The process probably extends no more than five grain diameters beneath the surface, and is probably very fast. It seems to be the result of a convective–dilational wave which radiates from the point of impact of a saltating grain. Models of the shaking of size-mixtures show that the amplitude of shaking is directly related to the speed of sorting and that large particles rise by rotating and rattling themselves against the smaller ones; their roughness therefore being an important control on the rate of rise (Haff and Werner 1986). Yet another process occurs when some of the saltating grains hit the surface and tunnel along just beneath it, jetisoning other particles; sometimes many grain-diameters downward (Fig. 2.5; Willett 1991).

There are still further processes at work in the surface. Bombardment both consolidates the surface, rendering it harder to mobilise, and elevates some grains to positions where they are more vulnerable to later dissolution (Iversen et al. 1987). There is clearly much more to learn about what happens in the few layers of grains on moving beds of sand.

**Reptation**

Recent research has distinguished another distinct and important mode of near-surface motion in aeolian transport. This is reptation, (from the Latin reptare: 'to crawl'), which is the 'splashing' or slow hopping of grains dislodged by the descending high-energy particles (Anderson and Haff 1988). When a saltating grain hits the surface, it dislodges many reptating ones (Fig. 2.5; Werner and Haff 1988). Reptating grains differ from those in creep, because they continually pass between the reptation and saltation...
modes (Anderson 1987b). They differ from those in salination mainly in their velocity distribution, which is strongly exponential, and they are heavily biased towards small velocities (Anderson 1987a). Nevertheless, the major number of all the grains in motion at any one time are in suspension (Anderson et al. 1991). As in salination, the number of ejecta in suspension is strongly related to the impact speed of the incoming grain, so too is its.

**Suspension**

Suspension can be defined as the condition in which grains follow turbulent motion; in salination they do not. This is not an entirely satisfactory definition, because suspension can occur in laminar flow, but it suffices for the present purpose. A simple measure of the distinction is if the ratio of \( u_s \) to \( u_{eq} \) is greater than one, \( u_s \) being the full velocity of a particle in air, \( u_{eq} \) is a function of the balance between the weight of the particle and the drag of the air upon it. The vertical velocity in turbulence near the ground is approximately equal to \( u_s \), so that, with \( u_s < u_{eq} \), particles stay aloft. Intermediate sizes of grain take part in transition to suspension or modified saltation when the ratio of the impact speed of the incoming grain, and so to its.

**Transport rates**

One of the central concerns of aeolian geomorphology is the sediment transport rate. The transport rate, usually denoted \( q \) (or \( Q \)), is defined as the mass of sediment passing through a plane perpendicular to the wind of unit width and of infinite height above the ground per unit time. In SI units it is measured in kg (m-width)^-1 s^-1 (sometimes in m^3 (m-width)^-1 s^-1).

Because of the difficulty of directly measuring the transport rate (see below), both those interested in landform development and those trying to manage aeolian hazards place great value on being able to predict the transport rate from wind data collected at meteorological stations. Unfortunately, difficulties are greater in understanding the saltation process, difficulties of measuring \( u_s \), the highly turbulent nature of flow near the surface, and the difficulty of observing what happens close to the ground, along with complications such as moisture, vegetation and surface crusts, mean that there is still no single, simple relationship linking sediment discharge to wind velocity. This lack of an established relationship is not a consequence of lack of study. It has been investigated in theory, in the wind-tunnel and in the field by many workers over the past century, with the result that a plethora of formulae now exist. These formulae have been reviewed by Creaney and Jansen, who provide a lengthy list (Creaney and Jansen 1985: 100, Table 3.5), and by Sarre (1987). All have noted how difficult it is to derive and confirm the formulae.

All the formulae agree that the relationship between the transport rate \( q \) and shear velocity \( u_s \) is best expressed in the general form:

\[ q = C u_s^{a} (u_s - u_0)^{b} \]

where the sum of the exponents, \( a \) and \( b \), is 3.

One of the most widely used formulae, that of Lettau and Lettau (1978), is expressed in the form:

\[ q = C (u_s/\rho D)^{2} (1 - u_s/u_{eq}) \]

where \( q \) is the discharge rate of sand in g (m-width)^-1 s^-1 (it is a specified time period), \( C \) is an empirical constant related to grain size, commonly of the order of 6.5; \( \rho \) is the density of the air; \( u_s \) is the threshold velocity; and \( u_{eq} \) is wind velocity at height \( z \). Here, \( u_s \) should be taken as the impact rather than the threshold (Bauer 1993).

Comparisons of the predictions of the various formulae available show that they diverge quite widely (Fig. 2.8). Furthermore, they were all derived for what Sherman and Hotta (1989) have termed 'ideal surfaces': essentially those that are horizontal, covered with well-sorted loose sand, unaffected by moisture, vegetation and crusts, over which a steady wind with a semi-logarithmic velocity profile is blowing. These situations rarely occur in nature, so that the formulae provide little more than an estimate of the maximum transport rate that could occur, although even this has sometimes been challenged by results which suggest that the formulae are under predicting (Sarre 1987).

**Grains in motion**

Slope has an effect on sediment transport, although there is some disagreement about the exact nature of the effect. Reviewing various formulae, Sherman and Bauer (1993) noted that correction factors would be between 0.400 and 0.960 for a 5° slope. Yet another correction factor was used by Howard et al. (1978).

With some exceptions, however, the formulae predict that the slope angles found on the windward slopes of most desert dunes would have very little effect on transport rates. Only on steeper slopes, as on the eroded faces of coastal foredunes, or when a desert wind reverses over a former slip face, does slope appear to become an important factor in sand transport. The correction factors do not, however, take account of speed-up and jet-type flow over hills (Chapter 5) and may, therefore, be of rather limited value (Sherman and Bauer 1993).

The effects of moisture on the threshold of movement and transport rates

Except in extremely arid conditions, moisture is a common and very important control on the threshold of movement and the rate of transport by the wind. Complete saturation halts sediment movement even in very windy conditions, but as the soil dries out a whole battery of processes interact to control entrainment and movement. A crude estimate is that a soil must dry to 4 per cent water content before movement starts (the pores then being about 15 per cent full) (Azzone et al. 1979), but the issue is clearly more complex, as field measurements show. A priori, it is easy to see that the effect of moisture must depend on particle size and on factors like organic matter content and the influence of wind speed on evaporation.

Grain size affects the drying process through its influence on the behaviour of water in the pores. The meniscuses on the water trapped between the grains are more greatly curved between sand grains than between silt or clays, so that the same amount of moisture holds sands less firmly (McKeenan Neuman and Nickling 1989). Sands are also drier because they drain more quickly (Agnew 1988). There may be quite complex effects if the pores in a sediment have a narrow size-distribution, for then a high proportion of them may suddenly empty of water as the soil dries, and sediment may abruptly become available for transport by wind (Nickling 1988). The positive effect of wind speed on evaporation means that the threshold on a wet surface may be very little different from that on a dry one in a high wind (Hotta et al.)
1984). Sandy surfaces dry out very quickly so that a shower has little long-term effect on the rate of movement, but moisture, if sufficient, can have a much longer-term effect on sand movement if it encourages the germination and growth of vegetation (see below) (Helm and Breed 1994).

There are yet more complicating processes. If strongly driven, rain may increase the transport rate by splashing particles into the path of the wind (Sarre 1988; de Lima et al. 1993; Chapter 5). Rain may also slake and pelletize fine soils and render them more susceptible to deflation when they dry (although this effect is not as immediate as splashing). Moreover, if saltation has begun, as on a drier patch of beach, it may continue over wetter patches, being maintained by bombardment (Sarre 1990). Sarre suggested that saltation itself was not inhibited until moisture content of the surface sediment reached above 14 per cent. The effects of atmospheric humidity are more demanding to measure than those of soil moisture, and its effects are therefore even more uncertain (Knottnerus 1980).

The effect of vegetation on sand transport

The effect of vegetation is to restrict the movement of sand, either by trapping sand and dust already being transported (see the sections on ‘loess’ in Chapters 1 and 5), or by preventing or restricting entrainment. Marshall (1973) reported that particle transport increased greatly where vegetation cover dropped below 15 per cent, although this analysis assumed a flat rather than undulating surface. The presence of vegetation, like any other roughness element, raises the roughness length so that, except in the sparsest vegetation covers, all sand- and dust-sized material rests in the zero-velocity zone at the ground surface. The roughness introduced by the vegetation means that $z_r$ is greater than a grain diameter.

Paradoxically, however, vegetated surfaces cause steeper velocity gradients and thus greater shear stresses than unvegetated surfaces. This is because there is a greater friction effect of the vegetation which causes greater drag on the flow. But this increased stress is not usually transferred to the ground surface, and is therefore ineffective in entraining sand or dust (Thom 1971; Jackson 1981). However, the effect of vegetation is further complicated by the fact that this rougher but also highly variable surface means that considerable gustiness is created. Raupach (1991) showed that 50 per cent of momentum transfer in plant canopies occurred during less than 5 per cent of the time. Thus full vegetation covers preclude aeolian entrainment, but geomorphologists are beginning to make tentative efforts to understand the effect of a partially vegetated canopy on particle entrainment by the wind (for example, Musick and Gillette 1993; Stockton and Gillette 1996; Wolfe and Nickling 1993; Higgins et al. 1994), and some recent debate has been concerned with the level of dune activity that can occur when vegetation is present (Chapters 5 and 8). It cannot automatically be assumed that when vegetation is present aeolian activity ceases.

Measuring sand flow

For all the problems of calculating sand transport from wind data, it is still a more accurate method of estimation than the direct, physical measurement of transport. Measuring sand transport has three major inherent problems (and many minor ones). First, sand transport by wind is not unidirectional (as it is in a stream), so that a single sand trap must rotate with the wind and rotational mechanisms tend to become clogged with sand (let alone the problems of the response times to highly variable directions). Second, the surface on which the trap sits is liable to be eroded, in places quite naturally, as on a dune, but also because the trap disturbs the flow and increases the erosion rate locally (especially at the mouth of the trap). Thus traps tend to be undermined, or, if the immediate surroundings are protected, say with a film of oil, to become isolated on small plinths, surrounded by scoured hollows. In either case they cannot record the ambient drift accurately. The third and last problem is that traps deflect the flow that carries the saltating sand (they are said then not to be isokinetic), though this problem can be reduced by careful design. Minor problems include selectivity as to particle size, and the need for interference with the processes as the trap is emptied.

Attempts to balance these problems have produced a series of traps which vary greatly in design. Among the mechanical traps the over-engineered extreme is the massive and very intrusive United States Geological Survey model in which a rotating catcher feeds sand from various heights into sectors of a large drum, about 1 m in diameter, buried beneath the surface. This model is only suitable for very stable surfaces and where is maintenance capability on constant call. It can very easily become isolated on a plinth, deflecting the sand stream away from its apertures. The more popular ‘Leatherman’ trap (Leatherman 1978) also rotates, but cannot segregate the sand flow by height and has a much smaller subterranean store (and therefore fills much more quickly) (Fig. 2.9a). The very simple ‘Aarhus’ trap (Fig. 2.9b) does segregate by height, and is cheap and easy to use, but because it fills within minutes and does not rotate, is useful only for short-duration studies in small areas. An omnidirectional trap for use in estimating total transport in coastal dunes was developed by Arnes and van der Lee (1995), but was found to have low efficiency, presumably because of deflection of flow.

A promising mechanical trap has been used by Butterfield (1993). It collects sand in a shallow trap which is designed to have very little effect on the flow, but it cannot rotate, does not segregate by height and fills quickly. It is thus only suitable in wind tunnels or for short periods in the field. If the electronics are available (as in Butterfield’s wind-tunnel study), a load cell can be attached to the trap to permit sand flux to be recorded continuously (Fig. 2.10). Another wedge-shaped trap has been developed by Nickling and McKenna Neuman (1993). At the low-tech, yet apparently adequate, end of the spectrum, the ‘saltiphone’ (Spaan and van den Abeele 1991) or electronic pulses as they hit a piezoelectric device, as in the ‘Sensit’ (Fig. 2.2) (Stockton and Gillette 1990).

The problems in calibrating these devices and their expense have precluded any comprehensive empirical...
The vertical pattern of sand flux

The pattern of sand flux above the bed has geomorphological significance, for it can influence the pattern of abrasion on objects in the path of the grains. The exponential decrease in the mass flux of particles with height is well established. Butterfield's (1991) wind-tunnel study found 79 per cent of sand to be travelling below 0.018 m. Some results of a study of the pattern of sand flux collected by using the Aarhus trap (discussed on page 21) are given in Fig. 2.11. The height of travel varies with the quality of the rebound material. The pattern has now also been adequately modelled (Anderson and Haff 1988; Werner 1990).

An exponential pattern, however, does not apply to the vertical distribution of kinetic energy (which is the real control of abrasion), as the curved profiles of surfaces eroded by wind strongly hint (Chapter 3). Modelling confirms that the kinetic energy flux for salting sand peaks above-ground (Fig. 2.12). If the model is set using $u = 1.0 \text{ m} \cdot \text{s}^{-1}$ and particles of 250 $\mu$m diameter, the maximum energy flux is at about 0.8 m; with a mixture of grain sizes the peak is lower. The height varies partly because of differing rebound qualities of the surface. The modelling is confirmed by field measurements. The main reason for this pattern is that particles in saltation spend most of their time near the top of their trajectories (Anderson 1986). Anderson found that the maximum kinetic energy flux for suspended grains came at a much greater height, and was not as peaked as for the saltating particles. For both types of movement, kinetic energy was related to $u^3$.

The directionality of sand flux

The directional pattern of sand flux is a problem almost unique to aeolian geomorphology, for no other system of sediment transport has such variability in direction, few indeed having more than very slight variations about one dominant direction. The great variability of directionality in aeolian systems is, of course, due to the great variety of wind climates discussed in Chapter 1. There have been several attempts to categorize this variability, most of which are based on diagrams of the frequency of winds blowing from different compass directions over a year. These frequency diagrams are called wind roses. Aeolian geomorphologists, however, must convert the data that are used to create a wind rose to show the potential of the wind to move sand or dust from different directions, thus converting the wind roses to sand or dust roses. The conversion involves equations, such as Lettau and Lettau's (equation 2.1, above), which relate wind speed to potential sediment transport rate.

The method most frequently used is that described by Fryberger (1979). Here, the potential maximum amount of sand which could be moved by the wind in a year is called the drift potential (DP) and is expressed in vector units (VU). Drift potentials for all compass directions can be used to calculate the overall net movement, expressed as an amount, the resultant drift potential (RDP), and a direction, the resultant drift direction (RDD). Fryberger calculated the potential sand drift by using the drift equation of the Lettau and Lettau equation (2.1) in the form:

$$Q = V^2 \left( V - V_s \right),$$

where $Q$ is directly proportional to the potential sand drift, $V$ is the measured wind velocity, $V_s$ is the threshold velocity for sand movement, and $t$ is the duration of the wind of speed $V$, expressed as a percentage of the total time. It was because the expression is proportionate, that Fryberger used the term 'vector units' (VU) for the magnitude of the drift potential (DP). It is important to note that Fryberger's calculations used knots as the unit for wind velocity.

The Fryberger method, though useful at a general level, does have a number of pitfalls, recently highlighted by Bullard (1994). For example, where data were not complete, Fryberger (1979) used a linear regression to relate rate of sand drift to drift potential. Bullard's work on data from Kgalagadi meteorological stations showed that, because the pattern of magnitude and frequency of wind speeds varies from station to station, each station has its own relationship between sand drift and drift potential. It may not therefore be valid to use a single, averaged regression equation to transform the data.

With these reservations, wind data can be used to distinguish two main characteristics of wind climates. The first is the wind energy. Fryberger (1979) distinguished low-, intermediate- and high-energy environments according to their drift potential in vector units (Table 2.1). High-energy environments existed where drift potential was greater than 400 VU; intermediate energy environments were those where drift potential was between 100 and 399 VU; low-energy environments were where drift potential was less than 99 VU. In his 13 data sets for desert regions, Fryberger found only two that were high-energy environments, six that were intermediate-energy and five that were low-energy.

The second useful characteristic that can be taken from wind data is the pattern of wind directions experienced throughout the year. Fryberger described three main wind direction regimes which, with subdivisions of two classes, gave a five-class scheme of commonly occurring regimes (Fig. 2.13a). In a wind regime in which abrasion takes place in one direction, the drift potential is restricted to a compass arc of 45° or more and the regime is termed 'unimodal' (Fig. 2.13a); a greater spread of a unimodal distribution is termed 'bimodal' (Fig. 2.13b). Distributions with two modes are termed 'bimodal'. These are subdivided into those where the angle between the two modes is less than 90°, which are termed 'acute bimodal' (Fig. 2.13c), and those in which the angle between modes is greater than 90° which are 'obscure bimodal' (Fig. 2.13d).

These distinctions between wind regimes, both by energy level and by directional regime, are important in the discussion of processes in later chapters; in particular, the pattern of wind directions is a major control of desert sand dune type (Chapter 5). Fryberger warned against using a single data set to represent the conditions in a large area, pointing to high DP in northern Mauritania but intermediate and low values further south near the Senegal River Work by Lancaster et al. (1984) and Lancaster (1985a) in the Namib and Bullard (1994) in the Kgalagadi illustrated the great variability of wind regime within quite short distances. Bullard also showed that wind energy levels varied at a station from year to year. Clearly, considerable care must be exercised when representing the wind regime of an area, for there is rarely an adequate network of meteorological stations, let alone enough data that have been collected in a reliable manner.

Ripples (Fig. 2.14) are the smallest of aeolian bedforms, and as such have much in common with dunes. However, there are two good reasons for discussing them separately from dunes and in close conjunction with sand movement: they are a distinct class of bedform, whose sizes rarely if ever overlap with those of dunes; and their formation is closely...
linked to the modes of sand movement described in this section (thus requiring repeated reference to the same literature, as will be seen).

Ripples cover almost all dry, bare, sandy surfaces. They are absent only in four situations, which cover very small areas, individually and in aggregate: where there is very coarse sand; at high $u_{*}$ (so high that this effect is rare in nature); where there is grain-fall into local areas of low wind velocity (as on gentle lee slopes); and on actively avalanching slip-faces. Most ripples are short-lived and travel much more rapidly than dunes. In a wind tunnel, ripples in well-sorted sand take less than 10 min to reach equilibrium with a new wind condition (Seppälä and Linde 1978), though in the field (as will be seen) some mega-ripples may take years to develop and last for centuries.

Where ripples do occur, their wavelengths are between a few centimetres and tens of metres, and their heights vary from less than 0.01 m to about 0.30 m. Mean wavelength is strongly related to $u_{*}$, but as $u_{*}$ increases, so does the range of wavelengths, and at high velocities many small, secondary ripples cover the large ones (Seppälä and Linde 1978). Like dunes, ripples have gentle windward slopes (in general between 8° and 13°); lee slopes are up to 30° (Werner et al. 1986). Some ripples here sharp brinks; some are smooth. Most ripples are aligned roughly at right angles to the direction of the wind that formed them, although on sloping surfaces where the downwind component of grain movement is supplemented by gravity, they are slightly flow-oblique (Howard 1977).
The controls on ripple form are well established. Wavelength and height are very obviously related to grain size: ripples in coarse sand are much more symmetrical than those in fine sand (Seppälä and Lindén 1978). Sinuosity increases with grain size and wind speed. In winds of a constant speed, ripples of coarse sand are more curved than those of fine sand; in the same sized sand, ripples are more symmetric in strong winds than in gentle winds. The slope of the underlying surface also has an effect: if all else is held constant, ripples have longer wavelengths on steeper wind-facing slopes. Wavelength is smallest on the steep downwind slopes (Werner et al. 1986).

The most common and striking sub-type is the mega-ripple (Fig. 2.15) among which wavelengths may reach 25 m. Megas-ripples are invariably composed of coarse sand, and are usually more symmetrical in cross-section than smaller ripples, perhaps because their great age means that they can be fashioned by winds from different quarters (Greeley and Iversen 1985). They may take anything between hours and centuries to form (Bagnold 1941; Sakamoto-Arnold 1981), depending on local wind conditions.

Wet conditions, as on exposed beaches exposed by the tide, or recently rain-soaked surfaces, develop 'adhesion' and 'rain-impact' ripples (Clifton 1977; Hunter 1980). 'Cliffones' or 'sand streams' are wind-scarred features, which though widely observed, are the least researched of all ripple-sized phenomena (Simons and Erikson 1953).

**Ripple-forming processes**

Salination drives creep and rejoining sand up the windward slope of a ripple, the rate increasing from the trough towards the crest; it then declines somewhat as the slope levels out. The increasing discharge rate stimulates the departure of finer grains, so that the surface becomes covered with coarser sand (Sharp 1963; Tsoar 1990a; Andeson and Binns 1993). The almost universal coarseness of the sand on the crests (compared with sand in the troughs) is probably due to a decline in the creep rate at the crest and in the lee of the crest, where the bombardment by saltating grains is less intense (Bagnold 1941; Willetts and Rice 1989).

Coarse sand eventually rolls over and accumulates on the windward face. This process, though never involving avalanching, creates forest bedding, as on dunes (Chapters 5 and 7). The ripple moves forward with the wind, much as do dunes, by erosion on the windward slope and accumulation in the lee. This movement incorporates the forest beds into the body of the ripple, where they form its bulk, though these forested areas are rarely preserved in ripple strata, which are composed of thin surface-parallel luminae. Forward movement causes downwind fine sand, which accumulates in the core (Sharp 1963; Hunter 1977b). Ripples in uniform sand adjust quickly to new conditions; those of coarse sand adjust to stronger winds by a flattening of the crest, perhaps as the coarse grains on the crest go into salination (Jensen and Sørensen 1986).

Like dunes, large ripples move more slowly than small ones (Seppälä and Lindén 1978). Sharp (1963) found a good fit of data to the formula:

\[
U_{wa} = (U_{w} - 15.5)/7
\]

where \( U_{wa} \) is ripple celerity, and \( U_{w} \) is wind velocity at 1.22 m above ground. Hunter and Richmond (1988) found that ripples migrated about 5 m during a day in a moderate sea-breeze.

**Hypotheses**

It is surprising that a phenomenon as widely known and observed as apparently simple as aeolian ripples should resist understanding for so long. The earliest hypotheses drew analogies between ripples on the surface of dry, loose sand and those on water, both of which occur when the wind shears across an interface between materials with different densities. But these hypotheses required the sandy material of the body of the ripple to act as a fluid, and because this is a barely tenable position, the model has now very few adherents (Kennedy 1969).

A somewhat more credible, but still unpopular model sees the curtain of saltating sand as the fluid whose upper boundary (with clear air) is deformed into waves, according to the Helmholtz equations. These waves are then transmitted to the surface beneath the saltating curtain where they create rhythmic ripples (Bruggman 1983). The saltation curtain certainly has some of the properties of a dense fluid (Raupach 1991), but whether there is any true deformation of the upper boundary and whether this has any effect on the ground surface has not yet to be proved. Yet other wave hypotheses invoke wave-like interactions of the grains on the windward slope of a ripple, the raile increasing from the trough towards the crest, and in the lee of the crest the raile decreasing somewhat.

The most popular model over the last half-century, at least in the English-speaking world, has been the ballistic model (Bagnold 1941). It was based on a belief that there was a correspondence between ripple wavelengths and the prevailing length of jumps in the saltating sand. The model postulated a chance distortion of the bed (of which there are many, even in a wind tunnel). More sand would be ejected from the windward slope of this bump than from the lee, and most of this would land one ripple path downwind to form an initial ripple. Salination from this second site would land downwind to form the next ripple and so on. Salination paths being believed to be much the same length where sand size and wind speed remained the same, the ripples formed in this way would have a regular wavelength.

The ballistic hypothesis has had many attractions. It apparently explained the relation between wind speed and ripple wavelength, following the relationship between wind speed and salination length. It also apparently explained the greater wavelength achieved by ripples with coarse sand at the crest, coarse sand. It suggested, provided a better rebound surface for salination; this increased the length of salination paths, and the wavelength of the ripples was adjusted accordingly. This last process led eventually, in this model, to the formation of mega-ripples (Ellwood et al. 1975).

There were always doubts about the ballistic hypothesis, even with its originator. Bagnold (1941) himself and later Greeley and Iversen (1985) described a class of ripple ('aerodynamic ripples') in fine sand under high winds that had wavelengths that were much longer than the salination path-length. Further early doubts were raised by Sharp (1963), who noticed that, in a constant wind and with the same sand, ripples started small and increased in size, a sequence he believed to be incompatible with Bagnold's version of the hypothesis. Sharp believed that the parallel growth of height and wavelength and wave length was controlled more by the height of the ripple and the angle of the descending grains. Folk (1977) also pointed to the common habit of transverse ripples of meeting in pairs, a phenomenon he believed to be hard to explain with the ballistic hypothesis.

Much more fundamentally damaging to the ballistic hypothesis is the lack of evidence that ripple wavelengths correspond to salination length (Walker and Southard 1982; Willetts and Rice 1989). Folk (1977) pointed out that a remarkably narrow peak in the distribution of salination lengths would be needed if the ballistic process were to operate, and Anderson and Hallé's (1986) model of salination produced no such peaks. Moreover, Anderson's (1987b) model showed that salination trajectories of the length of ripple wavelengths did not have sufficient energy to drive reption or creep, and could not, therefore, play a significant role in ripple formation.

It appears that Bagnold's picture of a 'rhythmic barrage of grains travelling trajectories equivalent to the ripple wavelength is not a correct image of the process' (Anderson 1987b: 954). Though it did have some attractive exploratory powers, the assumption of a rhythmic barrage of grains, in view of the tenuousness of its assumptions, is that it became so widely accepted.
The best-developed model for ripple formation at present is that of Anderson (1987b). The model begins, like Bagnold's, with an initial irregularity in the bed. This generates perturbations in the population of repeating grains. Given a number of reasonable assumptions and an exponential (or gamma) distribution of reptation lengths, the model gives repeated ripples after about 5000 saltation impacts. The modelled ripples have a strong peak in wavelength in the order of six mean reptation lengths, which is realistic and has a reasonable relationship to \( \kappa \). The ripples grow in wavelength, as Sharp observed, and increase in size as small ones collide and merge. The reptation hypothesis is supported by the experiments of Willetts and Rice (1989), who found that as ripples grew, the length of hops of grains in reptation grew on upwind slopes and decreased on the downwind ones, producing rhythmic fluctuations and asymmetric ripple shapes. They found that the vertical component of velocity was greater in grains being ejected from the windward slopes of ripples, and the component increased on the easterly slopes. This suggested to them that ripples could even increase the total transport rate above that on a flat sand bed. Thus, ripples, like dunes, may be an "equilibrium" response to transport processes (Chapter 5).

Anderson and Bunas (1993) have now developed a model which shows how coarse grains accumulate on the summits of ripples. The model incorporates two grain sizes (with a coarse: fine ratio of 1:2) which are fired at the bed one by one in a wind field that is compressed over the ripple crests (this, significantly, being necessary for ripples to develop in this model). The grains are ejected at velocities and travel on pathways that are determined according to some of the findings about saltation discussed above. The model shows, like the earlier one, that small initial irregularities on the bed grow under this regime and become well-developed, regularly-spired ripples after 20 million impacts or 'several minutes' of real time; in this case the model also shows that the ripples become coarser as their crests, as in reality.

Anderson and Bunas believed that their model confirmed earlier observations, mentioned above, by showing that impacts on the windward side of a ripple ejected more fine than coarse grains, so courering the surface. This sorting effect is greater for fine (low energy) than for coarse (high energy) impacting grains. The coarse grains in creep and reptation could not apparently escape the windward slope because of the lack of impacts in the lee of the ripple (also confirming the old hypothesis discussed above).

It would be a tall order to expect that these models should explain Folk's "Y" junctions or flow-parallel features, like chutes, which will need much more study. But there is no doubt that the new models are a huge advance in the understanding of ripples.

**Conclusion**

This chapter has shown that research on sand movement, at the core of aeolian geomorphology, has made spectacular advances in the recent past, and that this gives us much greater confidence in extrapolating further to larger-scale phenomena. The greatest advances have been in theory (especially in modelling) of sand movement and ripples, and there have also been major advances in studies in wind tunnels in these areas. But even here and even in such fundamental areas as the measurement of the roughness length, shear and the relation between the transport rate and wind speed, there remain enormous gaps. It is field observations, however, that are most in need of attention, for even in something as basic as the measurement of sand flux, there are very great inadequacies. Ripples have a long history of study, with many false starts, but with a chink of new promising models. Though these bring us closer to an understanding than ever before, some aspects of ripple behaviour are still elusive.

**Further reading**

Some of the general issues concerning particle entrainment and transport in fluids are covered by Allen (1985: particularly Chapters 1, 3 and 4 and by Statham (1977: Chapter 6). Movement of sediment by wind is discussed by Greeley and Iversen (1985: Chapters 2.4 and 3.4) and by Pye and Tsoar (1990: Chapter 4) and Cooke et al. (1993: Chapters 17, 18 and 19), and in recent papers by Anderson (1986, 1987a, b, 1989), Anderson and Bunas (1993), Anderson and Haff (1988, 1991), Nickling (1988), Sarre (1987, 1988, 1989, 1990), and Sherman and Hasten (1980). The description of wind environments for aeolian geomorphology is covered by Fryberger (1979) and its application described by Breed et al. (1979a).

**CHAPTER 3 Wind erosion**

**Introduction**

Although the best-known and most widespread geomorphological imprints of the wind are depositional, the wind is also responsible for considerable amounts of erosion. The material deposited as loess or used to build dunes was, after all, originally eroded from somewhere, although not always initially by the wind. This chapter is concerned with the features left behind after material has been removed by the wind, and with the features created by bombardment with wind-blown sand.

Figure 3.1 is a scheme of wind erosion processes and landforms. Deflation involves the removal of loose material from an area, while abrasion is the wearing down of more cohesive material by bombardment with wind-transported particles, generally sand. A third process is attrition, which is the comminution of grains in transport by their impact on another; this third process is geomorphologically relatively less important. Between them, and sometimes in concert, deflation and abrasion create a number of landforms which include some very distinctive features, such as yardangs and ventifacts, but which also include pans and stone pavements where wind erosion is only one of a number of suggested origins and where its role is not always clear.

**The controls on erosion**

There are two sets of control on erosion by any process: the potency of the process (known as its *erosivity*); and the susceptibility of the surface (known as its *erodibility*). In aeolian geomorphology, erosivity is a function of wind energy and the time over which it is manifest. Erodibility - the degree to which the surface is susceptible to erosion - is a function of several different characteristics. First, as explained in Chapter 2, is the grain size of the surface material. Figure 2.6 presents the classic threshold curve which shows that material of about 100 \( \mu \) m is the most liable to erosion. But erodibility has many other components, one of the most widespread of which is the degree to which the surface is free of vegetation because the presence of vegetation increases surface roughness and acts to slow the wind speed at the ground surface (Chapter 2). There is little aeolian activity in the humid tropical or temperate lands, largely because most soils are covered by vegetation. It is only where it has been cleared, as on agricultural fields, or where it is kept clear by waves and tides on the coast that there is a problem of wind erosion in these environments. Conversely, the absence of vegetation in deserts is the primary reason that the wind is so active in these environments. Other components of erodibility are roughness (Gillette and Stockton 1989), topography (which can provide wind shadows), soil moisture and surface crusts, all of which are discussed at greater length in Chapter 2. Attempts to assess erodibility, especially of agricultural soils, are discussed in Chapter 9.

**The processes of wind erosion**

Deflation

Deflation (from the Latin deflare: 'to blow away') is the net removal of material by the wind. Deflation operates effectively only in areas of unconsolidated
Aeolian geomorphology

WIND EROSION

Processes
Landforms
Lag surfaces
Pans
Yardangs
Ventifacts

Fig. 3.1 Processes and landforms associated with wind erosion.

dust and sand-sized particles. As one can deduce from the discussion in Chapter 2, the most favourable dust-producing surfaces are areas of bare, loose sediment with substantial amounts of sand and silt, but little clay, for clay provides too much cohesion and the absence of sand reduces the effects of bombardment. Gillette et al. (1980, 1982) ranked common desert soil surfaces in terms of their erodibility to the least erodible thus: disturbed soils, erodibility by deflation in order from

The bombardment of individual clasts of rock by wind-borne particles produces ventifacts. They are commonly pebble-sized (only a few centimetres across), but occasionally boulder-sized (more than 2 m across) (Fig. 3.2). Ventifacts were first described by Blake (1835) and the term 'ventifact' was first used by Evans (1911).

Smooth faceting of the surface is usually considered characteristic of ventifacts, but many display pits, flutes or grooves rather than polished surfaces (Whitney 1983; Laitty 1994). Pits are closed depressions in the ventifact surface, often created by exploitation of pre-existing pitting such as the vesicles in basalt. Flutes are open at one end but closed at the other, mostly opening downwind, while grooves are open at both ends. Those ventifacts that do have smooth, wind-faceted surfaces may have a number of faces (up to 20 according to Higgins (1956a), but commonly have only two or three. The number of edges, or keels, is sometimes indicated by the German terms, einkrante, zweikrante and dreikrante meaning one-, two- and three-edged, respectively.

Some of the most impressive ventifacts occur in environments where large particles can be carried by the wind. One of these is the polar, periglacial environment, where the air is dense, because of its low temperature, and where, in combination with very high wind speeds it can carry larger particles (Selby et al. 1973; Whitney and Speetjens 1982; Hall 1989). Mietze's (1952) wind-tunnel experiments suggested that the potential of wind erosion was such that ventifacts might form in these environments in decades or, at most, centuries. He reported simulated rates of 5-10 mm yr⁻¹, while the summary by Greeley et al. (1984) showed abrasion rates between 10⁻¹ and 10⁻² mm yr⁻¹.

The form of ventifacts, such as the height distribution of the abrasion and the multiplicity of facets, has attracted attention for over a century, but the problem is still open to debate. The height-distribution problem appears to be nearer to solution than some of the others (Chapter 2). Observations show that the average height of maximum abrasion occurs somewhere above the ground; for example, at 0.24 m above-ground on telegraph poles after a severe blow in California (Sakamoto-Arnold 1981), or more generally between 0.07 and 0.50 m in the Mojave (Clements et al. 1963). These observations accord with laboratory experiments (Suzuki and Takahashi 1981), and with theory (Chapter 2).

Multifaceting is much more open to debate. Research over the years has thrown up at least five different hypotheses. The first, though now generally dismissed, is that it relates to the original, un-abraded form of the pebble (Higgins 1956; Kuenen 1966). It is now thought that the original shape only has an effect in the early stages of abrasion (Greeley and Iversen 1983). Another obvious recourse for theory is that the ventifacts have originated in multi-modal wind regimes or have been subject to successively different wind regimes (Kuenen 1960). The passage of mobile dunes, or the appearance of ephemeral features like bushes, could produce changes in the ground pattern like wind regime near a ventifact even in an ambient wind regime that was unidirectional. Although variations in wind direction, for whatever reason, may explain some faceting, many multifaceted ventifacts are said to occur in unidirectional wind regimes, as in mountain passes (Sharp 1949); moreover multifaceting has been created in laboratory experiments in unidirectional winds (Schoewe 1932).

A more acceptable explanation is that faceted ventifacts have been repeatedly swelled or overturned. Overturning is strongly suggested by the fact that where large and small ventifacts occur together, large, less-mobile ones are single-faceted, while smaller, movable ones are multifaceted (Lindsay 1973). Sharp (1949) and Whitney and Speetjens (1982) pointed out that wind regimes are different on opposite sides of a ventifact, which are yet another indication of rotation. Yet further evidence for overturning comes from dated sequences of ventifactation. In an Antarctic sequence, small ventifacts on the youngest exposure have only a few facets, presumably because abrading has not yet eliminated the shapes of the original pebbles. Where exposure has been slightly longer, ventifacts have fewer facets, as the original shapes are eliminated. On the oldest exposures, the number of facets on pebbles increases again, and there is a decreasing relationship between facet orientation and wind direction, presumably as the probability of overturning has increased (Lindsay 1973). Overturning can also be achieved by wind erosion itself, if the pebble is resting on loose sand or soil (Sharp 1964; Mattison 1976), or where winds are strong, as in Antarctica (Selby et al. 1973) and in ancient glacier-material environments. Solfation, frost heaving, swelling and shrinking clays, floods, or kicking and tunnelling by animals could also be responsible for rotation. None the less, rotation cannot explain consistent multifaceting (with systems of facets facing similar directions on many pebbles), nor instances where multiply faceted ventifacts are imbedded in cemented rock where overturning is impossible (Higgins 1956).

Fig. 3.2 Ventifacts: (a) Faceted dolerite ventifacts near Swartbank, central Namib Desert; (b) a 'dreikrante' ventifact from Oman.
Most controversially, some workers have suggested that facets, as well as pits, flutes and grooves, have been abraded by dust swirling round the clast, and abrading facets not at right angles to the wind. One argument has been that pitting and grooving is too intricate to have been produced by sandblasting. Abrasion by dust was Higgins' (1956) explanation for the forcing of supposed ventifacts embedded in a cliff face, although he later conceded that these might not have been ventifacts at all (Lai ty 1994). Others have produced further evidence that dust and snow have eroded ventifacts (Whitney and Splettstoesser 1982, Whitney and Brewer 1968) even claimed that airborne ions could abrade. The strongest support for dust as the abrading agent has come from wind tunnel experiments by Whitney and co-workers. Whitney and Splettstoesser (1982) quoted experiments that appeared to show that abrasion occurred on downwind facets that could not be reached by saltating sand. Dust was carried to these facets by complicated secondary blow. Others disagree, maintaining that saltating snow and suspended dust have little abrasive power compared to saltating sand (Greeley and Iversen 1985; Anderson 1986; McKenna-Neumann and Gilbert 1986; Lai ty 1994).

The conclusion of Bred et al. (1989) was that most ventifact shapes and textures could be explained by impact-face sandblasting supplemented by fine-particle abrasion of all surfaces by subsidiary wind currents.

Yardangs

Bombardment is also responsible, at least in part, for the formation of yardangs, although in some yardangs there is also a considerable element of deflation, and there is some debate about the relative importance of these two processes. Whereas ventifacts are individual classis, yardangs are cut from bedrock, and are therefore larger features (Figs 1.1a and 3.3). Perhaps because of the backwash against the views ofssonists such as Keesey (see page 37), yardangs have received remarkably little attention from geomorphologists. The term yardang was introduced by Hedin (1901) as the name given locally to narrow ridges in Chinese Turkestan. They appear in all the major desert regions except Australia, and although they are not a widespread landform, they are one of the very few which are unique to deserts. Major yardang locations include Rogers Lake in the Mojave Desert (Blackwelder 1934; Ward and Greeley 1964), Tarshistan, central Asia (Hedin 1905), Kultur in Iran (Gabriel 1938), the Naimh Desert (Stapf 1887; Kaiser 1926; Lancaster 1984; Corbett 1993), Peru (Bosworth 1922; Mc Cauley et al. 1977a, b) and Egypt (Beacnedall 1909; Walther 1924; Greigot et al. 1980). They also occur on Mars (Greeley and Iversen 1985).

There are two classes of these wind-eroded landforms which can be distinguished by size. The smaller ones (generally less than 100 m long) are the better understood, and some workers would confine the term yardang to these. The larger features are sometimes termed ridges or mega-yardangs.

The shape of the smaller yardangs is often likened to inverted ship hulls, oriented into the direction of the prevailing wind, and are often occurs in closely packed arrays (or 'fields'). They may have concave downward-tapering or convex and bulbous 'bouys'. The top of the yardang (the keel of the boat) is sometimes flat. The highest and widest part of the structure is generally about one-third of the way between the bow and the stern in a well-streamlined yardang, and the downwind end of yardangs is characterised by gently tapering bedrock surfaces or elongate sand tails. Commonly quoted length: width ratios range from 3:1 to 10:1 (McCauley et al. 1977), and wind tunnel experiments suggested an ideal value around 4:1 (Ward and Greeley 1984). However, Halimov and Fese (1989) expressed some scepticism about any general, idealised description of streamlined yardang forms. They described eight yardang types from a study site in the Qaidam depression in China: mesa, saw-tooth crests, cones, pyramids, various long ridges, hogbacks, whalebacks, and low, streamlined whalebacks which underlined the variety of forms developed, and which they believed represented an evolutionary sequence.

The larger yardangs — mega-yardangs ( Cooke et al. 1993) or ridges (Laity 1994) — are altogether more substantial features, but are reported only from the central Sahara and Egypt (Bred et al. 1979b; Mainguet 1981, the Lit Desert of Iran (Gabriel 1938), and parts of Peru (McCabe et al. 1977b). The best-described of the Saharan ridges are those in the Borkou area to the east, south and west of the Tibesti Mountains in Chad (Fig. 3.3; Capeo-Rey 1957; Grove 1960; Hagedorn 1968; Mainguet 1968; Pearson 1968; Mainguet et al. 1980). Satellite imagery has revealed that these ridge systems are extensive, covering hundreds of square kilometres, although individual ridges may only extend for a few kilometres. Ridges can therefore be distinguished from yardangs either because of their size — (up to 1 km in width), or because of the extensive occurrence of a regularly repeated feature, or both.

As with other wind-eroded landforms, notably pits, an obvious prerequisite for yardang or ridge development is an erodible substrate. Consequently, Goodie's (1989) list of lithologies in which yardangs are developed was dominated by soft sediments which are moderately cohesive but erode readily, such as Cenozoic aeolian, fluvial and lacustrine sands, silts and clays, although a few harder rocks were included.

However, many of the ridges of the Sahara are developed in highly lithified sandstones and limestones, some as old as the Cambrian (Mainguet 1968).

Beyond the necessity of easily eroded material, the process of yardang or ridge development is the subject of some debate. Most yardangs occur in unidirectional wind regimes, and are usually parallel to these winds. Much of the debate centres on the relative importance of deflation and abrasion. Although an abrasion hypothesis is sometimes attributed to Blackwelder (McCabe et al. 1977), he was in fact in the opinion that abrasion alone could not form such major features, and that deflation might be important in desert areas. Blackwelder (1934) was also aware of the important role that running water might play in the surface sculpture of yardangs. Whitney (1985) even argued that where abrasion was significant these features would be removed. The conclusion of McCabe et al. (1977) was that abrasion contributed to undercutting at bow and flanks, but that the aerodynamic shape, where it existed, was a consequence of deflation, and that particle dislodgement was by weathering rather than abrasion. Ward and Greeley (1994) argued that abrasion dominated the initiation of the Rogers Lake yardangs, while deflation might have combined with abrasion to maintain the aerodynamic shape. Clearly, it is unlikely that abrasion is important above...
the level of saltation across the surrounding plain. As with ventifacts, this debate has been taken further by the work of Whitney and co-workers (Whitney and Dietrich 1973; Whitney 1978, 1983, 1985; Whitney and Speltenhoefer 1982) who have advocated abrasion by the turbulent vorticity of dust particles or even of dust- and sand-free air.

An associated feature are zeugen which are perched rocks created by the abrasion of material in the zone a few tens of centimetres high close to the ground in which sand transport by saltation takes place. Although early reports from deserts often featured descriptions of these perched, or 'mushroom', rocks, they are not widespread, and may be as much a consequence of weathering of the rock in the capillary fringe close to the ground as of the action of saltating sand.

**Pans**

Closed depressions (topographic basins) are a morphological feature which occur in a wide variety of situations, and not all are the consequence of wind erosion. However, there is a large group of features, found in most semi-arid lands, termed 'pans', which are widely believed to be at least partly formed by deflation (Goudie 1991). They are shallow depressions, most of which are periodically filled with water (Fig. 3.5).

The size of pans in south-western Australia is between 0.004 and 100 km², with a fairly well-defined modal size at about 0.05 km² (Killingrew and Gilkes 1974); in South Africa the range is between 0.05 and 30 km², with a mean of 0.24 km² (Goudie and Thomas 1985). The biggest recognized pan in eastern Australia is about 45 km across (Bowder and McGee 1978). Pans have a wide variety of plan forms; some are irregular, but most are smoothly rounded, and 'kidney' shapes recur widely. Goudie and Thomas (1985) reported densities greater than 100 pans per 100 km² in southern Africa. Pans are commonly developed on soft sediments susceptible to erosion, and are usually sites of closed drainage. They are associated more with semi-arid than with arid or hyper-arid climates.

One of the clearest signs that pans have experienced deflation is that most are associated with a lunette on their downwind margin (Fig. 3.6). Lunettes are unmistakably dunes, though composed often of silts and clays (Chapter 5). The size of a lunette is proportional to that of its associated pan; large pans are fringed by lunettes a few kilometres in length and more than 60 m in height.

Early theories of pan formation included animal 'wallows', whirlwinds, and meteor craters, but more recent work has seen deflation as the dominant process and susceptibility to deflation as the major control on their distribution. The closed depression and lunette themselves are the best evidence that there has been deflation of loose sediment from the pan, although much of the eroded material travels beyond the lunette. However, although deflation may be necessary to deepen the pan, and may be the dominant process, others must also occur. The material on the dry lake floor must be loosened, and this is generally thought largely to be the result of salt

---

![Fig. 3.5 A pan in the Kalahari Desert, southern Africa (photo: Jo Bullard).](image)

![Fig. 3.6 The association of pans with lunette and other dunes in the south west Kalahari, southern Africa (after Goudie 1985).](image)
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are many other environments in which pan-like lakes smooth elliptical form could not be the result of wind (Carson and Hussey fulfilled for pans to occur. They must not obliterated by disruption of a drainage lakes and deflation. Moreover, in involvement of wave processes, such as dunes damming water there was some form of initial closed depression in underlying limestones, both in initialing the pattern blowouts in coastal sand dunes, they are elongated in from material washed from the right sediment consisted of fine, dust- and sand-sized material mixed with coarser material. In this hypothesis, the wind deflates the finer material, leaving behind an increasing concentration of the coarser particles which form a lag (Fig. 3.8). This armour then acts to protect the underlying fine material from further aeolian erosion, which explains why well-developed desert pavements come low on the susceptibility list of Gillette et al. (1980, 1982) above.

Stone pavements

Stone pavements were defined by Cooke (1970: 56) as armoured surfaces comprising intricate mosaics of cohesive angular or rounded particles, usually only one or two stones thick, set on or in deposits of sand, silt or clay. They are also known as gijbert plains and stone mantles in Australia, as desert pavements in the USA, as golb in central Asia, and as hammada, reg or serir in Arabic. They occur widely in environments where there is little vegetation, including mountainous, arctic, and periglacial regions, but especially in hot deserts.

The deflation hypothesis for stone pavement genesis relies on the particle size selectivity of aeolian transport. The assumption is that the parent soil or sediment consisted of fine, dust- and sand-sized material mixed with coarser material. In this hypothesis, the wind deflates the finer material, leaving behind an increasing concentration of the coarser particles which form a lag (Fig. 3.8). This armour then acts to protect the underlying fine material from further aeolian erosion, which explains why well-developed desert pavements come low on the susceptibility list of Gillette et al. (1980, 1982) above.

The best known of these pan-like features are the Carolina Bays, which are elliptical lake basins fringed by Bay trees (hence the name), covering an 1100 km stretch of the Atlantic coast of the USA between Maryland and northern Florida (Fig. 3.7). They are most common in the Carolinas, and may total 500,000 (Stoll and Rabenhorst 1987). Price (1968) listed 15 hypotheses that had been put forward to explain the Bays, including meander craters, solution holes, by submarine action, valley damming, and giant schools of fish waving their fins in unison. However, several authors have favoured an hypothesis which invokes deflation (Price 1968). What is undisputed is that the Carolina Bays are inherited from the late glacial period, when, presumably, wind erosion was encouraged by higher winds and less vegetation. Similar aligned lakes, also thought to be inherited from glacial times, occur in the Paris Basin (Matchinski 1962). Small lakes with the same elliptical shape, but where deflation has probably played a much smaller part, and which may be forming today, are found in tundra conditions, as in Alaska, northern Canada and Siberia (Black and Barkdale 1969; MacKay 1956; Carson and Hussey 1962).

Wind-eroded depressions and plains

The first geomorphologists to visit deserts, struck by the novelty of the landforms, convinced themselves that the wind was very active. Whereas rivers were the main agents of denudation in the humid climates, they believed that symmetry demanded that the wind should be the chief agent in the deserts. The best remembered of these 'eolianists' is Keyes (1912) whose model of deflation involved the production of low-angle plains by wind erosion. Another set of features that became embedded in the controversy about wind erosion were large closed depressions, of which there are many in the desert realm. Keyes' ideas and those of this school (e.g. Passarge 1904; Penck 1905; Walther 1924) were undoubtedly overstated, and the clear evidence that rivers had been active in the best-known deserts, like those of the south-west United States, meant that the
wind could create more than a few yardangs became a target for the derision of geomorphologists like Davis (1905, 1954) and Cotton (1947) who believed that fluvial erosion was the key to desert landscapes. Although Keyes had very little evidence to support his model, and although there are many alternative explanations for both plains and large depressions in deserts, a role for aeolian erosion in both cannot now be dismissed so summarily.

Large enclosed basins, some of them tens of kilometres across, are the better researched of these large-scale features. The best known are in the northern Sahara, particularly those in southern Tunisia and the Western Desert of Egypt (Walther 1924; Passarge 1930). The best known of all is the Qattara Depression in northern Egypt, 120000 km² of which is below sea level (Saad 1960; 1962). The obvious alternative explanation for a depression such as this is tectonic, but conclusive evidence for either tectonism or wind erosion has been hard to find. Calculations of fluvial inputs, even to basins of fairly well established age in the western United States, show that many basins have apparently far less accumulated material than would have been supposed, suggesting that the wind must have been an important process in removing it (Blackwelder 1926; Langbein 1961). For the Qattara Depression many workers have suggested a predominantly deflational origin (for example, Walther 1924; Bull 1927), although Albritton et al. (1990) recently synthesized previous evidence and their own investigations to hypothesize a sequence of events which included fluvial, karstic and mass wasting processes as well as deflation. What can be said of the large North African basins, and of some in central Asia (Sisak 1961), is that the depressions are very old, and that salt weathering, solution and fluvial erosion certainly played large if perhaps subsidiary roles in their formation.

Supposed plains of deflation were the most scorned of the Keyes’ proposals (Keyes 1939); Davis (1938) dismissed the notion almost out of hand. But the idea is not dead, and there are some plains where wind erosion seems to have played a major role. The most persistently quoted example is the south-western Sudan (Sandford 1933). Breed et al. (1982, 1987) developed a model of the slow destruction of the Tertiary fluvial landscape of this area as it dried up in the Quaternary (Fig. 3.9). The wind abraded the scarps, leaving conical hills, which were themselves eventually leveled. Other candidates for ‘solution’ are the ‘Serir’ north of Tibesti in the east-central Sahara; and the region between the Ahnet and Adrar des Ifoghas in the south-central Sahara (Malńgue et al. 1980).

Less level plains, but with rather more convincing evidence of deflation, are found in many deserts. The evidence lies in ridges, whose meanders and braids are unevocative proof of their origins as river channels, but which are now raised up to 20m above the intervening plain (Maizels 1990). The generally accepted interpretation is that these raised channels are preserved either by coarse channel-bed deposits or by the preferential cementation of material beneath the channel. Finer or less cemented sediments in the inter-channel areas have been deflated, with minor fluvial erosion in places. This explanation follows the pioneering observations of Hörmann (1932) round Lop Nor in central China and Miller (1937) in the Nejd in northern Saudi Arabia. In both places yardangs between the raised channels are irrefutable evidence of wind erosion, though elsewhere yardangs are not so evident. The channel systems have been given various ages from Holocene to Pleistocene, thereby implying a range of rates of wind erosion (Maizels 1990).

Conclusion

Early in this century there were geomorphologists who believed that the wind, allied with insolation weathering, might have a profound influence in forming erosional landscapes in deserts. This view waned in popularity as work, particularly in American deserts, suggested that water was much more important in landform genesis, even in dry environments. Most recently, however, the erosional work of the wind has been re-emphasized, and the extent of wind-eroded landforms has been more widely recognized. Even so, with a few notable exceptions, and in marked contrast to depositional landforms such as dunes, there remain remarkably few studies of wind erosion processes or landform development, and this must surely be an area of research in the immediate future.

Further reading

General discussions of wind erosion have been provided by Breed et al. (1989), Goudie (1989), Greely and Iversen (1985) and Laita (1994). Other reviews have covered specific wind erosion features: stone pavements (Cooke 1970), pans (Goudie 1991), ventifacts (Higgins 1956), and yardangs (McCauley et al. 1977a; Whitney 1985; Halimov and Fetscher 1989).
Dust is so commonplace that it is in danger of being overlooked as one of the principal ways in which terrestrial sediment is moved and has been moved in the past. It is easy to forget that, on the global scale, the quantities of dust, though probably one order of magnitude less than the vast amounts of sediment taken to the oceans by rivers are very large indeed (Fig. 4.1). The quantities were much greater in the past, as Chapter 8 shows: indeed, because the periods when there was more dust were periods when there was less fluvial erosion, the two modes of transport were probably more comparable in rate than they are today. This Chapter discusses the origin, movement and deposition of dust, both now and in the past.

Even in contemporary north-western Europe, far from the profuse sources, acolian dust is the sediment that intrudes most into people’s lives. Between October 1987 and April 1988 there were nine events at Bochum in Germany when dust was evident on outdoor shiny surfaces, like cars (Littmann 1991a). Although this was rather more frequent than usual, there is at least one and generally more of these events at northern European sites every year. In the dry world, dust is even more mundane. Skies are obscured by dusty haze for much of the year, and shiny surfaces are shrouded many times a day. In parts of southern Israel, where Revelations 6:12 described skies darkened by dust in Biblical times, the problem has now been quantified. People can wipe up as much as 0.25 kg m⁻² yr⁻¹ (Gosrens and Offer 1990), and 8.3 x 10⁻³ kg m⁻² after a single storm (Ganor and Mamane 1982). This compares to only 0.07 x 10⁻³ kg m⁻² after the much rarer storms at Bochum. Yet there are still dustier places, to judge by the number of times visibility is less than 1000 m. In south-eastern Mongolia, there are over 300 such occasions in the year, compared to only about 27 in the Negev (Middleton 1991).

As well as being mundane, dust is easily defined. It is sediment that travels in suspension in the wind, following the turbulent movements of the air, unlike sand, which falls back to Earth after it has been picked up. In theory, and in practice, there are particles that behave in intermediate ways and deposits of intermediate size (Chapter 2), but the line between dust and sand is usually sharp, because of the way in which the wind rapidly separates them. It must be conceded, notwithstanding, that there are some puzzling size phenomena in dust. Large particles of mica (whose platy shape must help them to remain aloft) and perhaps other large particles generated by aggregation in clouds (Westphal et al. 1987) may not be expected. But a 75 μm diameter particle of quartz, collected north of Hawaiian Islands, which could only have travelled more than 10 000 km from its source in Asia, is much more of an enigma (Bett et al. 1986).

This everyday phenomenon (minor anomalies apart), furthermore, is composed of everyday materials, organic and inorganic. Most of the minerals are common rock and soil minerals and salts, there are also commonplace biogenic materials like diatoms, phytoplankton, pollen and ash. In the desert, it is true, there are some extraordinary components of what can loosely be called dust, like the ‘manna lichen’ which fed the Israelites in Sinai and Alexander’s armies in the deserts of central Asia (Donkin 1981), but most of the organic constituents are much more common. Coarse dusts are generally rich in quartz or calcite, which are among the commonest minerals; fine dusts are mostly composed of the almost equally common clay minerals (Pye 1987). As a final measure of its banality, dust and its movements have been studied by scientists for a long time (Dobson 1781; Darwin 1846).

Mundane it may be, but dust still holds mysteries. Many aspects of its sources, modes of movement and deposition are still open to discovery and debate. There are many unanswered questions about the much dustier periods in the recent geological past, when huge thicknesses of loess were deposited. Furthermore, dust may have grave implications for the future of the global environment.

The collection and measurement of dust

The collection of dust for sedimentary, mineralogical, chemical or microscopic analysis is an easier procedure than the quantitative estimation of dust entrainment, transport or deposition. McNaish (1986) provided a useful summary of methods of collection for qualitative analysis. One widely used method is to fly nylon or terylene mesh kites, but not only is the efficiency here thought to be only about 50 per cent, but clay-sized dust can also be missed, and the procedure cannot work at low wind velocities. Pumps with filters have also been used, and where quantitative measurement of flux is not important, these do not need to be too demanding in design, although the filters must be as inert as possible (Adeleye and Ong 1980).

There are three states in which dust can be measured quantitatively: in emission, in motion or as a deposit. These conditions are not always easily distinguished, for dust may rise, move and be deposited at a huge range of scales, from just a few millimetres to many thousands of kilometres, resting on a surface for anything from a few microseconds to millions of years. Moreover, the nature of the surface has a huge influence on the residence time, rough or sticky surfaces retaining much more than smooth ones. Despite these fundamental problems, a number of devices have been evolved (see the reviews in Knot and Warren 1990) and McNaish (1986), but the methodology is quickly evolving (as will be seen below) and reviews become quickly dated. Partly because of this rapid development, there are few standard methods, so that some of the data for dust entrainment, transport and accumulation quoted below may be comparable only very approximately. Recommendations about standardization of measurement have been made (Gillette 1987), but there is still no agreed methodology or widespread network of measuring stations.

Dust emissions can be calculated from measurements of particle concentration above an eroding
surface, collected in a series of samplers. In general, there is an exponential decline in concentration with height above the surface, and Gillette et al. (1972) suggested a relation between the concentration curve and the rate of vertical flux. A good relation has often been found between upward dust flux, estimated in this way, and the ambient shear velocity. In Mali measurements showed that $F = u_k^2$, where $F$ is the flux rate and the constant $u_k$ relates to the type of surface (Fig. 4.2; Nickling and Gillies 1993).

Measuring dust motion can be done in two principal ways. The first is to collect it. This can be done with a simple arrangement of shallow trays, on a pole or lower (Fryrear 1986), or more commonly, but at much greater expense, with aspirating devices that suck in dust-laden air, capturing the dust either on a filter, in a gravitational trap, or electrostatically. There are several commercial aspirators on the market (for example, Offer and Goossens 1989). The main problem with these devices, when used for quantitative measurements of dust flux, is to ensure that the volume of air that they take in is known, so that concentrations can be worked out. Devices of this type were described by Nickling and Gillies (1993). Trapping the dust can create problems if the filter interferes with the flow.

The second group of methods for measuring dust in motion depend on light extinction. At their simplest these include measurements of visibility or of the extinction of solar radiation (as on conventional sunshine recorders). Calibrated against dust collections, these can give quite good results very cheaply (McTainish 1990). More sophisticated methods, with standard visibility records from standard meteorological observations, and although these may include periods when visibility is reduced by smoke or mist, they are generally unambiguous and can be taken from widely available sources of data, although calibration is always a problem (Middleton 1990). There are now relatively cheap hand-held dust meters available from some instrument makers such as Casella.

More sophisticated equipment can be used, but expense restricts frequency. For example, ground-based (or ship-based) sun photometers measure the transformation of solar transmissions at various specific wavelengths (Jammicke 1993; D'Almeida and von Koln 1983; Ben Mohamed et al. 1992). The measurements must be corrected for trace gas interference and must also be calibrated with ground-based measurements (Ben Mohamed and Frangi 1986). Quicker sophisticated methods, and now with low dust concentrations, dust densities may also be estimated from satellite imagery. Aerosol optical density can be measured from visible and infrared data from Landsat, Meteosat and other satellites (Legrand et al. 1988; Holben et al. 1991). Estimates are best over the sea or the ocean where the surface albedo is low. Columnar atmospheric densities can be estimated in various ways (for example, Dulac et al. 1992).

Measuring dust deposition presents more problems. For a start, it is hard to relate the character of the surface to the recognition of the results. Moreover, atmospheric dust concentrations and fall-out rates are so high and dense that it is difficult to obtain representative samples. Dust levels fall off rapidly away from disturbed sites such as roads, and can be raised during the collection of samples. Even without disturbance, dust deposition varies very considerably from place to place, for example round large obstacles such as hills (Goossens and Offer 1990; Holben et al. 1991). In Niger, Chappell (1995), using $^{137}$Cs (cesium) to estimate long-term patterns of dust-fall, showed that much more dust had collected in groves of trees, than on open ground. Even at the decimeter scale, different plants and the microtopography they create produce 'orders of magnitude' differences in the entrapment of dust (Oldfield et al. 1979).

The problem extends to the height above the ground at which collectors are placed, for this can very greatly affect collection rates, as well as the character of the dust, such as its grain size (Goossens 1985). Height can also influence the rate of trapping of contaminants, such as salting sand and particles attached to it. Various sticky surfaces, and the arrangement of shallow traps, and considering the variety of situations in which dust exists, a standard may not even be desirable. Drees et al. (1993) first placed their collectors at 5.0 m above ground, but lowered them to 2.5 m in response to the need for accessibility. Finally, there is the ever-present problem of contamination by vandals or birds.

Various sticky surfaces, for example vaseline or commercially produced sticky labels, have been used to trap dust, but these either clog up quickly, or need elaborate treatments to extract the dust (Clements et al. 1963). Bags containing moss, which, when live, is a very efficient dust trap, have been used, although these need watering, and present what may be a very unrepresentative surface (for example, in a desert) (Goodman et al. 1979). The simplest collector is a vessel, such as a bucket, the dust may blow dust even at which point it is thoroughly trapped. This, by choosing a size becomes a difficult compromise. The British Standard gauge has a funnel and a mesh to protect it from insects and birds (Goodman et al. 1979). Another design was tried by Ortega et al. (1990). Adding water to the vessel prevents re-entrainment, although the water requires constant attention, evaporating in dry, hot areas and overflowing in wet ones, and provides what may be an unrepresentative sample.

One of the more successful methods is a tray of marbles (Yaalon and Ganor 1980) or polystyrene balls (Drees et al. 1993). When dust settles on the marbles, it may be washed down by rain, or may slide down between them. In theory, the spheres protect the dust from re-entrainment (and thus, inevitably, to some ways of thinking, provide a unrealistic trap). It is easy to wash the dust from between the spheres. The biggest problem here is retaining the marbles against the predation of small children, cats, gophers or other rodents. A field test showed that water traps and trays of marbles had about the same efficiency, but that dust could be re-entrained from between the marbles. Also, that it was thoroughly trapped by the water. Both were much more efficient than flat surfaces, wet or dry (Goossens and Offer 1994).

The last and probably the most representative measure of dust fall (considering its apparently high short-term rate of variation and the problem of artificial surfaces) is to estimate rates over long periods of time, as indicated by natural traps. To estimate dust-fall rates over the last few decades, the $^{137}$Cs method, mentioned above, is promising, although not problem-free, because of the need to distinguish background caesium fluxes and those due to overland flow and aeolian transport. Slowly accreting deposits have other general problems. The best natural trap may well be snow or ice (Dovland and Elaisen 1976), but, of course, snow and ice have limited distribution, and snow scavenges dust (probably fractionating it as it does so), so that snow-covered areas probably experience greater rates of deposition and of different grain sizes than would otherwise occur (Knutson et al. 1977). Rain also has the ability to scavenge, although probably less efficiently. It has been found, however, that rain brings down coarse dust preferentially over the land, but not over the oceans (Bust-Meinders and Duce 1986).

Natural traps, like soils, lakes or oceans may well be efficient, but they also contain other materials that are mixed with and difficult to distinguish from dust, and are subject to post-depositional disturbance by many different processes. In addition, the rate of travel from the surface of a water body to its bed may be very slow and tortuous. The same in these methods is therefore thrown onto the distinction between dust and other materials and between dust from different sources. This can be done by grain-size analysis, mineralogy, chemistry, magnetic susceptibility, and the identification of biogenic materials from distinct environments. Some examples of the analysis of dust deposits are given below.

### Dust in motion

#### Entrainment

The threshold wind speed of entrainment for dust, as explained in Chapter 2, is in theory inversely related to size (Fig. 2.6). In reality, the process of raising dust is not the simple matter of moving a fine particle into the wind that Fig. 2.6 implies, because, as will be explained, very little fine dust is lifted directly, most being created by attrition in saltation and suspension. Wind speed is nevertheless an important control, for
more dust is produced by sandblasting and the rate of sandblasting is positively related to $u$. The duration of high winds is also clearly important (Zobeck and Fryrear 1986a). But there are many other controls.

First, there are further aerodynamic controls. Lift (or upward suction imposed by various processes described in Chapter 2), has been shown experimentally to be much more effective for dust than for sand (Hersen 1986a), suggesting that the relationship between particle size and threshold wind speed may not be the same in dust devils (see below) as in other conditions. These observations relate to others, which suggest that dust is also much more susceptible to turbulence than sand (Nicking 1978), and larger scale evidence that turbulence in thunderstorms and cold fronts is important to the entrainment of dust. But wind speeds and even turbulence are only related to dust raising, and not necessarily to its maintenance in suspension. Thus the amount of dust in suspension at a site is poorly related to local wind speeds, since much of it has been raised elsewhere and at other times (Offer and Goosen 1990).

Second there are 'erosibility' controls (to do with the character of the surface). The grain size of the primary particles on the surface is less important than the grain size of aggregates (Nicking and Gillies 1993), and aggregation is related to a number of soil characteristics such as clay mineralogy, salt type and content and organic matter type and content (Breuninger et al. 1989). These relationships are explained further in relation to agricultural soils in Chapter 9. Grain size also has an effect on surface moisture, which may be the most critical factor in controlling dust entrainment, for sandy soils dry out at the surface more quickly than loams (Gillette 1988). Soil moisture is often the dominant control on dust emission. At the largest scale, it seems to be the major control of the annual cycle of dustiness on the global atmosphere which is twice as dustier in spring than in summer, and most probably than in winter, the driest month for the northern-hemisphere deserts, which are much larger than those in the southern hemisphere (Joussaume 1990). The same kinds of process appear to control dustiness at a regional scale, for dustiness in the Sahara increases after one or two very hot years (Littmann 1991b). Soil moisture is controlled itself by differences in rainfall and evaporation.

There are further complications. The amount of bombardment by saltating sand is probably a major control, for even small amounts of moving sand can liberate far more dust than is liberated from saltation-free surfaces (Gillette 1981). Vegetation and its seasonal pattern is another control. In the West African Sahel it has been found that the seasonal minimum of dustiness comes in October, near the end of the rainy season, when the vegetation has fully responded to the rains (Littmann 1991b). In climates like the United States High Plains, and the Russian and Kazakh steppes, intense frost and snow cover are other strong inhibitors (Zhirkov 1964), though frost may have a longer-term positive control on dustiness, by breaking up clods and preparing them for entrainment after the thaw. The interactions between these controls and land use, which has become even more important to dust production in many areas, are discussed in Chapter 9.

The spatial outcome of all these relationships is that the dustiest places are in dry parts of the world, especially where the surface has a mixture of dust-sized particles with sand (Fig. 4.3), although the relationship is not simple, as will be seen below. There are also temporal implications, for dustiness is associated with drought. This relation, however, is not always direct: droughts may have their maximum effect on dustiness some time after their own climax. In Arizona and dry parts of Australia, dust storms are related to moisture from the previous winter (Brand and Nickling 1986; Yu et al. 1993), but the relationships are not always as clear even as this (Littmann 1991c).

In transport, dust is generally size-sorted by height (Zobeck and Fryrear 1986a), but some workers have observed fine material being held within the salvation layer, from which it may escape (de Ploey 1977). The criteria that determine whether a particle stays aloft and is discussed in Chapter 2. Grain size decreases with distance from source in most of the cases, where there is evidence (Fig. 4.4; Inose and Naruse 1991). Tsao and Pye (1987) calculated that dust particles greater than 20 $\mu$m travelled close to the surface, and were therefore likely to be trapped by vegetation. Most loess particles are of coarser size range, and have therefore not travelled far. Particles finer than 20 $\mu$m travelled through the air for 100 m above the surface, and thus were transported farther on smaller scales. The atmospheric structures that raise and transport dust at scales ranging from a small flurry a few millimetres across, to dust storms 1000 km across.

Dust devils, a common dust-raising system at the smaller end of the scale, are thermal vortices, made visible by the dust, which develop when and where there has been intense surface heating (encouraging upward air movement). The need for this heating...
confines dust devils in space and time. Thus they are more common on readily heated surfaces, like those of dry lakes (Young and Evans 1986), and at times when the surface is heating up, as in spring (Wigner and Peterson 1987). Dust devils must also have vorticity (Sinclair 1969), and this can come from a number of sources; flow round obstacles such as hills (Isoo 1974) and shear in convective, unstable atmospheres (Carroll and Ryan 1970) being two. As the dust devil develops, pressure drops in the centre and wind speed reaches a maximum in a tight ring round it (Hallet and Hoffer 1971). Tangential velocities reach $22 \text{ m s}^{-1}$ and vertical velocities $3.5 \text{ m s}^{-1}$.

At a slightly larger scale, dust is raised by the severe turbulence in thunderstorms (Braze1 and Nickling 1986). The term now widely used for thunderstorm-induced dust storms is 'haboob', a colloquial word from Sudan (Isoo et al. 1972). It is the strong gusts of density-current downwasts of cooled air from the cumulo-nimbus cloud, preceding the thunderstorm itself, that create the haboob (Pye 1987). In Arizona, which experiences 41.7 haboobs on average in July and August (Goudie 1983), they raise great quantities of dust. They develop along squall lines associated with incursions of warm humid air into this generally arid area (Braze1 and Nickling 1986). Haboobs in the West African Sahel are also associated with squall lines, which move over the surface at about $16 \text{ m s}^{-1}$, scavenging dust. It is these squalls that raise the dust into the easterly jet over the Sahel (see below) (Tetzlaff et al. 1988).

Another organized pattern, spanning a range of sizes, is dust-carrying rather than a dust-raising. It is the 'dust plume' (flowing parallel to the surface). It is a feature early in the life of many dust storms, before the dust cloud merges and obscures its own internal structure. Plumes are presumably formed by horizontal vortex-like flow (Bowden et al. 1974, Swift et al. 1978, Middleton et al. 1986). They may occur singly or in families, and they range from a few tens of metres to many kilometres across. One single plume, seen on satellite imagery, originated in Iraq and streamed $400 \text{ km}$ south-eastward in the strong winter 'shamal' wind, spewing large amounts of dust over the Arabian Gulf. It widened from about $10 \text{ km}$ near its source to $60 \text{ km}$ at its point of dispersal (Middleton 1986). Being narrow concentrations of dusty air, plumes act as jets. It may be that dust dampens turbulence and this should allow wind speeds to increase, so that the dust storm may increase in intensity in a positive feedback fashion, to be controlled ultimately by some other process (Barenblatt and Golitsyn 1974). Another dust-raising weather system at this scale (often itself composed of a series of plumes) is the katabatic wind, sweeping down from mountain massifs (for example, Swift et al. 1978). The 'Santa Ana' of southern California is one of these, taking dust from the dry interior of western North America towards the Pacific coast.

Cold fronts, at a still larger scale, account for a very high proportion of the dust raised and carried within high-latitude semi-arid lands. They bring sharp changes in wind direction in zones of high turbulence, a few hundred to $1000 \text{ km}$ across, which sweep across country at speeds of about $20 \text{ m s}^{-1}$, raising huge quantities of dust, if the soil is dry and bare. These systems (and haboobs) produce the horrifying walls of dust like those in Fig. 4.6, which can rise over $2000 \text{ m}$ into the sky and travel at rates of $36 \text{ m s}^{-1}$ (Isoo et al. 1972). Also like haboobs, cold fronts lift large amounts of dust into higher-level jet streams (see below). Daily particle concentrations may average $1000 \mu \text{ m}^{-3}$, but peak values may reach $10^4 \mu \text{ m}^{-3}$. Frontal dust storms are so familiar, but such a nuisance, in some parts of the world, that they have vernacular names; in the southern Mediterranean, moving east to west, they are known successively as 'gibi', 'khamsin' and 'sharav'.

These modes of transporting dust seldom succeed in carrying dust very high. Most of it travels below inversion layers, as can be seen on any aircraft flight over dusty terrain. In central Asia, for example, there are no loose (dusty) deposits above $2000$ to $2500 \text{ m}$ above sea level (Dodonov 1991).

The mix of mechanisms responsible for dust-raising probably varies very greatly from place to place, depending on local climatic conditions. On the southern High Plains in Texas, which is a zone of unusually strong cyclogenesis, 39 per cent of dust is estimated to be related to well-developed frontal systems; 19 per cent to thunderstorms and 30 per cent to 'daytime mixing down of high-speed momentum from above', a process associated with variations in the position of the high-level polar front jet, but not with any well-defined synoptie situation on the ground (Wigner and Peterson 1987). In California, more dust is raised by cold fronts and similar disturbances than by haboobs. In Arizona, the reverse.
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Fig. 4.7 Dust storms over the Mediterranean and Europe, showing a probable source in the Chott ech Chergui in northern Algeria (data from Dulac et al. 1992). Arrows indicate direction of wind flow.

is true (Brazel 1989). In other parts of the world katabatic winds, haboobs or any other of the modes described above might be the most important mechanism.

The dust, once raised and carried short distances by one of these mechanisms, merges into much more extensive dust storms (Fig. 4.7). The best known of these is the harmattan, the dusty wind that blows down from the Sahara between January and April towards West Africa and ultimately out over the equatorial North Atlantic towards the Americas (McTainsh 1980). Other notoriously dusty winds carrying the dust raised by smaller systems are the shamal, which blows from the north-west down the Arabian Gulf, and the kosa (dusty outbreaks from China) eastward over Japan and the Pacific. Others occur in North America, usually travelling eastward from the south-west of the United States; one of these swept eastward over the Gulf of Mexico in February 1977, at one time covering 2400 km² (Breed and McCauley 1986). Some of these great clouds of dust move at astonishing speed. Dust raised at Faya-Largeau in northern Chad travels the 1000 km to Kano in 24 hours (McTainsh 1985). These clouds of dust are shepherded by large-scale atmospheric patterns, such as fronts and convergence zones, as shown in Fig. 4.8 (Dayan et al. 1991). The dust in these storms is eventually dispersed by rain or extreme turbulence. Rain is of major importance in bringing down dust in many areas, so that rainfall (and rainfall type) are often the best correlated with deposition rate in the short term (Bergametti et al. 1989b).

At an even larger scale, dust is sometimes raised high above the surface and travels in major jet streams, such as the African Easterly Jet from northern Africa which takes dust in great waves, with a wavelength of 2500 km, from the Sahara at 2000 to 5000 m above the surface, travelling eventually over the Caribbean (Carlson and Prospero 1972). In the Indian Ocean, the Somali Jet performs the same function, taking dust from north-eastern Africa towards India (Sirocko and Sarnthein 1989). It is the major westerly jet stream that carries most dust out over the Pacific from China.
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Sources

Contemporary, proximal sources

Studies of dust just after it has been raised give clues about immediately proximal sources. It consists of two modal sizes: coarse particles (somewhere between 10 and 200 \( \mu \)m) and fine particles (somewhere between 1 and 20 \( \mu \)m); there are fewer particles of intermediate size. The consensus explanation of this size bimodality is that most of the fine dust is created by the attrition of the coarse particles (which are easier to raise, as explained in Chapter 2). Attrition creates fine dust from two sources: either by breaking down aggregates of fine materials or by blasting fine clays off the surfaces of coarse quartz grains (Gomes et al. 1990). The fact that the proportion of fine particles increases with wind speed (more wind energy creating more attrition) and that coarse particles can be seen (in the scanning electron microscope) to be coated with fine ones, both support this hypothesis (Gillette and Walker 1977). Furthermore, a recent study of samples of dust-yielding surface soils found no naturally occurring grains smaller than 80 \( \mu \)m in size, suggesting strongly that the finer mode in dust can only come from attrition (Bergametti et al. 1994). Another study found that only 8% of the fine particles were lifted directly from the surface (rather than being created by attrition) (Gillette et al. 1972). Much clay may never be fully disaggregated, for once it has been reduced to dust, it is lifted above the solution layer, where it suffers much less attrition, and can travel in suspension, still in aggregate form.

By the time dust has travelled several hundred kilometres, its grain size is refined, but its size patterns contain much about its sources. The coarser mode falls out, leaving only the finer mode, which, in transport, becomes even finer. Some of this dust is unimodal in size, some bimodal. In the Canary Islands, a few hundred kilometres from its Saharan source, the dust has a modal size finer than 5 \( \mu \)m and is unimodal. Some dust collected in Germany, much farther from its source, is also unimodal (mode finer than 1 \( \mu \)m), and being fairly well weathered, may have come from as far away as the Sahel (diatoms indicate a single source either in the Sahara or the Sahel). Other dusts collected in Germany, though fine, are bimodally sized (modes finer than 1 \( \mu \)m and around 20 \( \mu \)m), a characteristic more common on dusts that have travelled only a few hundred kilometres, as in the southern Sahel. In Germany, some of this bimodal dust was found to be little-washed, suggesting that it came from a hyper-arid source. The model of origin and transport of this bimodal dust, therefore, is that it was brought by a dust cloud that had originally been induced in the Sahel, but had been reworked with dust from the Sahara. This is consistent with meteorological analysis of the paths of dust plumes reaching Europe (Littmann 1991a).

Doublet sizes of dust from different sources with different travel histories give a range of different size (and other) characteristics. In general, mixing increases with distance from source, increasing also the difficulty of linking dust characteristics to those of the source (Hoogheimstra 1989). For example, the dust that leaves the Saharan coast is already so well mixed that it is practically identical to that which reaches the Caribbean (Glaccum and Prospero 1980).

A very prolific proximal source for contemporary 'natural' dust is dry lakes in arid and semi-arid parts of the world. The increasing amounts of dust from artificial sources, also amounting to 25–50 per cent of all dust (Hansen and Lacis 1990), is discussed in Chapter 2. Pluvial lake basins which are at the present are usually fluvial sedimentary systems, contain large quantities of sediments of appropriate size, both mineral (from alluvium and by the evaporative concentration of salts in solution) and biogenic. Their surfaces are kept free of vegetation by occasional flooding and by salinity, and they are broken up, in readiness for entrainment, by salt crystallization. The northern Chad Basin in West Africa and the Lake Eyre Basin in Australia (Figure 4.3) are two such sources that have been shown to be of major importance. Both are fed with sediments by streams from wetter areas, and both are zones of isolated desert, from which no sediment or salt escapes except in the wind (McTainsh 1985). If these deposits are bombarded with saltating sand, as they are in the northern Chad Basin, where the old lake floor is now traversed by a field of active barchans, they are even more likely to produce dust.

There are many smaller dry lakes in the dry lands, and also good evidence that they yield large quantities of dust. The chotts in southern Tunisia and northern Libya (which, as big as the dry lakes in northern Chad) are the source of the huge quantities of gypsumiferous dust that now blanket the surrounding landscape (White and Drake 1993). The Chott el Chergui, on the high plateaus of Algeria, is clearly seen on Meteosat imagery as the source of the major dust storm that moved north into Europe in July 1985 (Fig. 4.7; Dulac et al. 1992). In central Nevada, there are many of these dust-yielding dry lakes, Young and Evans (1986) recorded up to 2.68 kg m\(^{-2}\) of deposition (of dust and sand-sized dust aggregates) downwind of a playa lake. In Nevada, dry lakes were the main sources of dust during the winter drier periods of the Pleistocene (Chadwick and Davis 1990). Owen's Lake in California, after its desiccation by water-extraction for Los Angeles, is now a source of huge quantities of dust, as explained in Chapter 9.

River alluvium, shortly after deposition, and before coloumisation by plants or sealing with a crust, is another common proximal source of dust. Alluvium deposited in distal sections of river valleys is most susceptible, for its mode is finer than upstream, and contains smaller quantities of coarse particles which might accumulate as a 'lag' to protect the soil from further attack by the wind. Much of the loess that now blankets parts of central America and central Asia had river alluvium as its proximal source. This is seen in the distribution of the deposits, which thin out rapidly away from river valleys (Fig. 4.9). The 'loess' hills in Chapter 4, Playas in the Missouri and Mississippi, and the rivers of central Asia such as the Zeraf Shan (Fig. 4.10) are sometimes known as 'loess lips' (loess is more fully discussed on page 57). The composition of dust is a clue to its proximal source (as seen above in the case of diatom assemblages). Minerals and biogenic sediments are very little altered in transport, and may give good clues about the sources, at least of coarse dusts. But because of the mixing of dusts from different sources, the sources of fine dust are usually much more difficult to identify. Nevertheless, there are some clear relationships. The dust which travels across the Atlantic from eastern North America, underlain as most of it is by crystalline basement, is more quartzose than the calcite- and dolomite-rich dust that reaches the eastern Mediterranean from the generally sedimentary rocks of northern Sahara (Gasner and Manson 1983). The dust arriving in Crete from the sandy deserts of Libya is quartz-rich; that from the more calcareous Maghreb is more calcareous (Pye 1992). The clay mineralogy of dust that reach the Tyrrhenian Sea in the western Mediterranean from there and other parts of North Africa is also closely related to source, although there has been some mixing, even over this distance (Bergametti et al. 1990a). Neodymium and strontium have been found to be useful tracers of these Saharan dusts (Grouset et al. 1992). An important, albeit very distinctive source of dust in the atmosphere is from volcanoes. In the 1980s, there were several major eruptions, including that of Mount St Helens, but by far the greatest production of dust came from El Chichon in Mexico in 1982 (Michalsky et al. 1990). Eruptions yield material of a great range of sizes, which are carried in a number of ways. Some material of dust size is carried in surges and flows and deposited near to the volcano itself. Great volumes of dusts are also ejected high into the atmosphere and are carried by winds as dust. This component of volcanic dust falls in patterns depending on the height to which it was first thrown by the eruption, its original grain size, its subsequent aggregation, the wind strength and direction at the
time of the eruption, and atmospheric inversion patterns at that time (Fisher and Schmincke 1994). For example, tephra deposits can be very widespread, and, being also usually of a distinctive mineral composition, provide excellent marker horizons in sedimentary sequences.

The finest volcanic dusts are pumped high into the stratosphere. They consist partly of very finely dispersed patterns and are even harder to detect. When they arc eventually precipitated they fall in even more difficult to trace. Another major component is fine mineral dusts. Palygorskite, for example, can be traced fairly unequivocally to high-pH environments (Smalley's case). However, to acknowledge loess as aeolian is only to start another debate. Quartz is very common in igneous and metamorphic rocks, but at a much greater mean size than in dusts and loess. In gneiss and massive plutonic rocks the mean size is 720 \( \mu \)m, with 50 per cent and 20 per cent being mono-crystalline. Thus quartz dust and loess have experienced considerable reductions in size. Blatt noted, however, that quartz in schists had a mean size of 440 \( \mu \)m (40 per cent mono-crystalline) and he used \( ^{18}O \) values from source rocks and sediments to conclude that most of the finer quartz was derived from the finer crystals in these rocks and in loess. For correct, this finding may settle some of the debate about the proportion of the fine quartz dusts which is derived from detrital quartz in the source rocks and in loess. There is, notwithstanding, a need to link quartz dusts specifically to these metamorphic rocks, and to explain how such large quantities of fine particles have been fractionated to form loess and other dust deposits near the source. Neither is there much debate about most of the clay mineral dusts. Palaeokite, for example, can be traced fairly unequivocally to high-\( p \) environments as in dusts, and is a component of many dusts, and of some peri-desert loess (see page 60, Coudé-Gaussen 1985). It may be difficult to discover the exact provenance of other clay minerals, like illites, kaolinites and smectites, which are important in many dusts and soils, but there is little mystery about the ways in which they were created as particles of dust size, since they are well known to be the products of the intense weathering of primary minerals.

The main debate is about the \( P \) event of quartz dust. The debate is important largely because silt-sized quartz particles are the single most important constituent of the loess deposits that cover large parts of the globe as it is of many contemporary dusts. Loess is such an extraordinary and extensive deposit that its aeolian origin was hard to accept at first. Early debates about loess included some wild ideas such as that it was of cosmic, lacustrine, volcanic or marine origin or had formed by \textit{in situ} weathering. Biblical fundamentalists even suggested that it was a remnant of Noah's flood. Most nineteenth-century geologists believed it to be fluvial, citing the many fluvial structures (thought now to represent reworking of aeolian dust deposits), but all these theories had been dismissed by the early twentieth century in favour of an aeolian origin, except by a handful of geologists (Pye 1987).

However, to acknowledge loess as aeolian is only to start another debate. Quartz is very common in igneous and metamorphic rocks, hut at a much greater mean size than in dusts and loess. In gneiss and massive plutonic rocks the mean size is 720 \( \mu \)m, with 50 per cent and 20 per cent being mono-crystalline. Thus quartz dust and loess have experienced considerable reductions in size. Blatt noted, however, that quartz in schists had a mean size of 440 \( \mu \)m (40 per cent mono-crystalline) and he used \( ^{18}O \) values from source rocks and sediments to conclude that most of the finer quartz was derived from the finer crystals in these rocks and in loess. For correct, this finding may settle some of the debate about the proportion of the fine quartz dusts which is derived from detrital quartz in the source rocks and in loess. There is, notwithstanding, a need to link quartz dusts specifically to these metamorphic rocks, and to explain how such large quantities of fine particles have been fractionated to form loess and other dust deposits near the source. Neither is there much debate about most of the clay mineral dusts. Palaeokite, for example, can be traced fairly unequivocally to high-\( p \) environments as in dusts, and is a component of many dusts, and of some peri-desert loess (see page 60, Coudé-Gaussen 1985). It may be difficult to discover the exact provenance of other clay minerals, like illites, kaolinites and smectites, which are important in many dusts and soils, but there is little mystery about the ways in which they were created as particles of dust size, since they are well known to be the products of the intense weathering of primary minerals.

The inheritance of some kinds of dust has caused controversy. The question is best put in Smalley's vocabulary (Smalley and Smalley 1983). In this, a \( P \) event is when particles are created \textit{ab initio}; a \( T \) event is when they are transported; and a \( D \) event is when they are deposited. Most sediments go through many thousands of \( T \) and \( D \) events, in the sequence P, T, T1, D1, T2, D2 and so on. For many dust constituents, there is no great mystery about the nature of these \( D \) and \( T \) events; neither is there much doubt about their \( P \) or \( D \) event. These less problematic constituents include silts (gypsum and halite), most of which can only have come from saline lakes, and it is not difficult to see how, as brittle, soft materials, they are broken down to dust-size by attrition. Calcite is another important component of dust that occurs in lake deposits; it is also common in soil horizons. Neither is there much debate about most of the clay mineral dusts. Palaeokite, for example, can be traced fairly unequivocally to high-\( p \) environments as in dusts, and is a component of many dusts, and of some peri-desert loess (see page 60, Coudé-Gaussen 1985). It may be difficult to discover the exact provenance of other clay minerals, like illites, kaolinites and smectites, which are important in many dusts and soils, but there is little mystery about the ways in which they were created as particles of dust size, since they are well known to be the products of the intense weathering of primary minerals.

Although fluvial action is capable of reducing quartz to silt size (which could then be blown off alluvial deposits), it is generally thought not to have produced sufficient quantities to account for the total quantities of quartz dusts. It is probably effective only in high-energy mountain streams where there are boulders in transport. There is more debate as to whether intense weathering, perhaps in the seasonally wet tropics where weathering is intense, could produce sufficient quantities of silt; it could have produced silt-sized quartz particles that were later concentrated, in sediments by rivers, and these deposits might then have provided silt for reworking by the wind, but the argument is unresolved (Pye 1987).

Attention has focused more on two other groups of possible size-reducing processes. These \( D \) categories which are as old as Obruchev's (1945) discussion of quartz loess, those of 'cold' environments and those of 'hot'. The 'cold' or 'mountain' dust-producing processes are said to be frost action and glacial grinding. Smalley (1990), having sustained the argument for over two decades, still insisted that glacial grinding was an important mechanism, but he added a new twist to his argument (following Blatt) it could only produce significant quantities from the stressed quartz derived from metamorphic rocks. Smalley had come round to the belief that frost action was an additionally important mechanism (working on the same parent material), but that it could only have proceeded at a great enough rate on massive uplands, as on the huge Tibetan Plateau. The building of the Plateau since the Tertiary, moreover, would have stressed many quartz crystals. This source, in Smalley's view, provided the silt that became the Chinese loess.

Smalley's belief in the importance of frost action was not shared by Pye (1987), who, though acknowledging that it might produce silt-sized quartz particles, did not believe that it could produce sufficient parent dust for loess. He later conceded that some frost action might be very effective in cold wet 'Icelandic' type environments, but still maintained that it had not been very active in cold dry environments like Siberia or the Antarctic (Pye 1987); but then it may only be able to do so on the highest ground in the southernmost latitudes. The debate is not over, and may well continue for many years. One of the major factors is the loss of the Chinese loess. Smalley's position on this is that the Chinese loess is the result of a combination of 'cold' and 'hot' processes, the 'cold' being the frost action which he now believes was very important, and the 'hot' being the glacial grinding which he was previously much more confident about. The Chinese loess, according to Smalley, is the result of the combination of these processes, and it may be that the Chinese loess is not the only deposit of this type. Other deposits of a similar type may be found in other parts of the world, and they may be the result of the same processes. But the debate continues, and it is likely to continue for many years to come.
The close relationship between the largest accumulations of quartzose loess and recently glaciated areas does not in itself clinch the argument. It has been repeatedly suggested, for example, that the Chinese Loess Plain was more a desert than a glacial product, for it is close both to an intensely glaciated and to a large, arid area (Zhang Lianyi et al. 1991). The thickest North American loess, in Nebraska, is also in a somewhat eccentric position in relation to the Wisconsin glaciers and ice-sheets and the wind patterns that flowed around them. It may be that it was simply older silts carried in highly seasonal meltwater streams, deposited on their vegetation-free flood plains, and then exposed to the high winds of glacial times that were responsible for much of the glacier-dust association.

These long-running arguments about the formation of 'cold' loesses were, until recently, conducted in ignorance of the extent of quartzose silt deposits all around the Sahara and some other deserts. These are now acknowledged as loess by most of those who have studied them. One reason that these deposits were slow in being recognized as loess is that they are coarser than the European, Asian or North American loesses. But the deep accumulations of silt in the Atlantic off the coasts of Senegal and Mauritania, downwind of the Sahara, which have come to light in recent ocean-floor explorations, and which are widely acknowledged to be of aeolian origin, are very strong evidence that the Sahara has produced large quantities of dust. The marine deposits have now been joined, in the literature, by major terrestrial deposits in the West African Sahel, Tunisia and southern Israel, all of which are now widely conceded as 'peri-desert' loesses (McTainsh 1987). Although there was a Permo-Carboniferous glaciation in what is now the Sahara (a possible, but very remote glacial stage), there is no direct link between its deposits and the dust now being produced and that which was produced in the late Pleistocene and early Holocene.

There are two processes that might produce quartz dust in deserts (Obruchev's (1945) 'hot' loesses and Coude-Gaussen's (1991) 'peri-desert' loesses): salt-weathering and attrition. Dust-sized particles can undoubtedly be formed by the salt weathering of quartz, but, following Blatt's argument, it may be that this can happen only in quartz which has microfractures (Smith et al. 1987). This is suggested by the experimental finding that salt barely attacks texturally mature quartz dune sands (which are supposed already reduced to a resistant core), but does attack fresh grains from granite regoliths (Pye and Sperling 1983). Silt particles have also been produced experimentally by the detachment of siliceous cements or overgrowths on sedimentary grains (Smith et al. 1987). This may be because overgrowths are easier to detach by salt weathering than are pieces of shattered quartz crystal. In the experiments of Smith et al. (1987), magnesium sulphate and sodium sulphate were effective at producing silt, whereas sodium chloride was not.

Given the right kind of quartz and the right kind of salt, salt weathering would be most intense in areas where salt can be carried to the sites of weathering by water (at landscape and grain scales). These would be semi-arid rather than arid. Salt weathering may not be intense enough to produce large quantities of dust in hyper-arid deserts. This may be the explanation of the caution by McTainsh et al. (1989) of an earlier finding by Goudie (1983) who had discovered that dust storms were most frequent in areas of at least 200 mm annual rainfall and less frequent in drier and wetter areas. The combination of salt and frost weathering, as might happen in central Asia, may help to explain the vast quantities of loess in China (Pye 1987).

The second possible way in which quartz dust might be produced in deserts is by attrition in saltation, which is widely acknowledged to be the source of clay-mineral dusts (see page 52), is less certain. The attrition model for quartz dust is very old, and is now being revived. Despite Goudie's and McTainsh's findings about the association of dust with semi-arid rather than arid climates, there is an undoubted association of some dust deposits with some very arid areas. These are particularly areas downwind of some large sand seas, as in Tunisia and the Sahara (Coudé-Gaussen et al. 1983; McTainsh 1987). Although the spatial associations are strong, conclusive field observations of the process in operation are virtually impossible, and even experimental proof is difficult. In the laboratory, quartz dust with characteristics close to those of peri-desert loess has been produced by the attrition of sand in machines in which air is blown through quartz sands, causing innumerable impacts, but how to convert the real thing into the same is a point of debate (Whalley et al. 1987). Quartz dust of loess size has even been produced by abrasion in the laboratory of local Miocene and Plio-Pleistocene sandstones from the Hungarian Plain, suggesting that even some of the so-called 'cold' loesses may be of this origin (Smith et al. 1989).

The processes of production and transport combine to create well-developed spatial patterns of dust. The main areas of western production are undoubtably the Sahara and the central Asian deserts. Subsidiary sources are south-western USA, southern South America and south-western Africa (Fig. 4.11). The Saharan source has been known since at least the times of early Arab navigators, who called the Atlantic in this area the 'Dark Sea'. Darwin (1846) collated some earlier accounts and noted a maximum rate of dust deposition on ships near the Cape Verde Islands. Contemporary estimates of total transport from the Sahara vary from $6 \times 10^3$ to $700 \times 10^3$ t yr$^{-1}$, with $190 \times 10^3$ t yr$^{-1}$ travelling westward over the Atlantic; estimates of transport to Europe are between $7.6 \times 10^3$ and $10 \times 10^3$ t yr$^{-1}$ (D'Almeida 1987; Littmann 1991a). The Chinese deserts send vast amounts of dust out over the South China Sea and the western Pacific; even out in the central northern Pacific, it has been (conservatively) estimated that $6 \times 10^3$ to $12 \times 10^3$ t yr$^{-1}$ of dust is added to the Ocean surface (Uematsu et al. 1983). The average dust flux to the Arabian Sea over the last 8000 years is estimated at $100 \times 10^3$ t yr$^{-1}$ (Sirocko and Sarnthein 1989).

It is very hard to estimate the total present global rate of dust production, for the origin of most dust is very difficult to pinpoint, as is clear from what has been discussed so far. One estimate is $1800 \times 10^3$ to $2000 \times 10^3$ t yr$^{-1}$ (D'Almeida 1989).

**Deposition**

**Gross patterns**

The amount of dust fallout at the regional scale is a function of two sets of variables. First is the rate of production in the source region, itself a function of rates of weathering, moisture content and vegetation cover, and of disturbance. Second is the efficiency of transport from source to sink, which is a matter of lifting efficiencies, transporting power, and circulation patterns. Only where there are high rates of production in the source area, wind systems of some constancy and...
efficient traps, as in the Atlantic Ocean off Senegal and Mauritania, are distinct patterns likely to be discernable. In these situations, there is undoubtedly a rapid pattern of decline in transport and fallout away from a source of dust, at least close to source (Jaenicke 1979). Similar exponential patterns can be seen in the pattern of decrease in loess thickness away from the parent river valleys in North America and central Asia as explained above (Fig. 4.9). At a smaller scale the exponential decrease is seen in the pattern of dust deposition downstream of sources like plays lakes (Young and Evans 1986).

**Dust** in **crusts**, **soils** and **geological processes**

The most obvious manifestation of dust falling in cooler, wetter areas is "red snow" events, which are quite frequent in the Alps, Pyrenees and Scandinavia (for example, Lambeck and Beniston 1970), but on a soil surface the quantities of dust that reach humid areas in similar conditions are generally too small to form identifiable deposits, being incorporated into dust deposition and mixing with other materials. Pye and Tsoar (1987) modelled the relationship between deposition rate and wind energy (Fig. 4.12) and showed that one would need 0.325 km²·yr⁻¹ for there to be a discernible deposit of loess accumulation 'under humid conditions', whereas in Crete he found only 0.01–0.1 km²·yr⁻¹, and where the dust was incorporated into other soils. In any event, the addition rates to many Mediterranean soils are quite appreciable. In Corsica, where red rain and red snow are quite common, it has been estimated that there is about 1.1 km³·yr⁻¹ (Loye-Pillet et al. 1986).

Dust contributes to several types of surface formation in semi-arid and arid areas, close to its sources. A large proportion of the elements in desert pavements (a dust coating on stones and rock surfaces in many deserts), particularly of the iron and manganese, comes from dust. Not only does the dust itself contain these elements in abundance, but vanishes are often far richer in some elements in the rocks they coat, suggesting that the source is external. The same arguments and observations apply to "desert gravel", a shaly silicous coating of rocks in deserts, and to case hardening, which is thinned on a surface of pebbles in deserts and other areas. Dust may also carry the iron that reddens many desert sands (Cooke et al. 1993). Finally, some dust remains long enough on the surface of desert soils, particularly ones with rough surfaces like alluvial fans and lava flows, to be washed into craters and to create a dust-enriched upper horizon (Amit and Gerson 1986; Wells et al. 1987).

That dust is a major contributor to semi-arid soil formation is not surprising, given the high rates of dust deposition in many of these areas. The massive calcere (or caliche) horizons in many arid soils have been formed cohesively to have derived from calcareous dust, deposited on the surface and then washed down the profile. The most conclusive evidence is that calcere overlies dust which could not possibly have delivered so much calcium when weathering (Machette 1983). At one site in the south-western United States, only 1.1% of the soil carbonate can have come from bedrock; modern carbonate dust flux at the site was estimated at 5 x 10⁻⁴ km²·yr⁻¹ (Mayer et al. 1988). Dust has also been a major mechanism for the transport of gypsum to many semi-arid soils. In Wyoming, dust deposit is deposited at a rate of 2.6 x 10⁻¹ to 6.0 x 10⁻¹ km²·yr⁻¹, well within the range required to produce gypsum-enrichment in soils, which was estimated to be between 1.1 x 10⁻¹ and 26 x 10⁻¹ km²·yr⁻¹ (Reeves 1987). Even when incorporated into soils, dust can still sometimes be detected mineralogically and in other ways, and in some cases this shows that it has made an important contribution. In much of the Mediterranean, early pedologists believed that the red soils that overlain limestone in areas, such as in Tuscany, had been derived by weathering and accumulation of the small quantities of silicous material in the limestones. Weathering and accumulation undoubtedly play a role, as on Crete (Pye 1992), but Danin and Gerson (1987) estimated that it would have taken 2000 years for a terra rossa soil of the thickness of those near Jerusalem to accumulate in this way (and the weathering of 20 m of limestone). It would take only 10 000 years for the soil to accumulate if it were being created by dust at present rates of fallout and local redistribution (and rates were probably much higher in the late Quaternary as is shown in Chapter 8). Moreover, the terra rossa near Jerusalem rested on limestone surfaces, which had clearly been pitted by endolithic lichens, indicating that the surfaces had once been bare, rather than that they had been weathered to produce a soil.

Other humic areas surrounding present-day deserts also have significant rates of accretion. The rate of deposition over the Senegal and Gambia river basins in West Africa is about 10 kg · m⁻² · yr⁻¹ or about 200 μm yr⁻¹ (Orange and Gare 1980). In South Australia, deposits of dust of accretion rates of the order of 5-10 km³ · yr⁻¹, or 2.5-5.5 km in 1000 years (Tiller et al. 1987). Dust, derived from China, is being appreciated as an important contribution to soils in Japan and Korea. In Japan the dust flux is said to be of the order of 4 mm per 1000 years (Inoue and Naruse 1991). In parts of the rain forest, where leaching is fast, dust may provide the main source nutrients, as in Ghana, where the ecosystem appears to derive all its potassium from haematitic dust (Tissen et al. 1991). Dust seems to have been an extremely pervasive, if minor contributor to soils the world over, for example by distributing biogenic components far from their sources (Jones and Beavers 1964). Dust may even have been a major contributor to lateritic and bauxite deposits (many of which are commercial resources), where analysis reveals that a significant contribution may have been dust blown out of the world's deserts and their margins (Brimhall et al. 1988).

In the semi-arid Negev of southern Israel, it is notable that the rates of dust accretion are in some cases closely matched by the rates of fluvial erosion: the amount of sediment taken out of present-day catchments by streams is roughly equivalent to that which is added to them in dust. Whatever the significance of this coincidence, it is plain that dust can have a profound effect on fluvial processes in this and probably other areas. Yair (1994) noted that a dust deposit was more permeable, in East Africa, so that dust accumulation could reduce runoff, and hence the rate of fluvial erosion. If, as some authorities believe (see Chapter 8), loess accumulated in wetter periods of the Pleistocene and Holocene, then this process may have created a decrease in runoff during dry periods, not, as might have been expected, an increase. Fluvial erosion might decrease even though rainfall had increased.

Where the dust is no more than a thin covering over rock, however, it is redistributed by runoff very shortly after leaving the aeolian system. In these cases the dust is redeposited as colluvium at the base of slopes; and much dust ends up occupying shallow depressions. These dust-filled dry lakes are very obvious on volcanic terrain, as in parts of Saudi Arabia and Syria, where their pinkish hues contrast vividly with the dark colour of the rock. Dust deposited on hill desert terrain is quickly washed off and is only retained in valleys, as in Israel (Yair 1990). In the past some of these deposits, evidently derived from dust, have accumulated as lacustrine terraces in confined valleys, producing very distinctive landforms (Fig. 4.13). Other humid areas surrounding present-day deserts have been thoroughly studied, for example in Israel and Syria (Jones et al. 1991). The landforms of loess in wetter climates, where there have been phases of fluvial dissection of the terrain, are discussed below.

**Loess**

Loess is a material that originated as aeolian dust, and is thus composed mostly of particles in the 10-50 μm range. Quartz is a very fine but usually dominant component of the mineral suite, averaging between 60 and 70 per cent (Pécsi 1992). There is also a high percentage of carbonate in most loesses. The origin of the dusts that are the parent material of loess has been discussed above, but loess must not be seen simply as loose dust. In loess the dust has been transformed by diagenesis, in which it is lightly cemented, usually by carbonates dissolved out of the dust itself, and by local reworking by sheetwash or slumping. Some loesses have been thoroughly reworked and redeposited by streams.

It has been claimed that loess covers 10 per cent of the terrestrial globe (Pécsi 1990), although there are lower estimates (Fig. 4.14; Pye 1987). Clearly, for cover must vary according to the definition of
what is or what is not loess. Thickness is not an easy criterion, since thin covers of dust are incorporated in soils at varying rates (see above). Grain size is another problematic area for definition, because there is a gradation from sandy aeolian deposits to loess in many parts of the world. In the Low Countries of north-western Europe, the transition may often be sharp (Lebret and Lautridou 1991), but in other areas there is a gradation over great distances. The Blackwater Draw Formation on the southern High Plains of New Mexico and Texas, for example, was apparently blown north-westward from the Pecos River and exhibits a gradually diminishing grain size on this trajectory (Holliday 1989). Some authorities adopt rigid attitudes to the origin of the material, excluding silts reworked by slope or fluvial activity from the loess category, and here the extent of reworking becomes an issue. Thus any definition of loess necessarily has a large arbitrary component, and estimates of its extent can only be very approximate.

Following the discussion above, loesses can be divided into two types, though the distinctions are not always very clear: (1) high-latitude loess, related either to mountains, deserts or glaciers; and (2) peri-desert loess in lower latitudes. The origins of the dusts that created these two loess types has been discussed above.

**High-latitude loesses**

The high-latitude loesses are by far the more extensive, and until recently attracted the lion's share of attention from sedimentologists and Quaternary geologists. This is because they provide the best terrestrial record of climate changes over the last two million years or so. The only records that exceed the loessic record for detail and completeness are on the floors of some ancient lakes and on the bed of the oceans (where the material is also dust largely of aeolian origin). In spite of the intense research into the stratigraphy of loess, it is still open to great controversy. One reason is that, although it has the potential of an enormously valuable source of information, it is only recently that dating methods, like palaeomagnetism, and particularly optical dating (Chapter 8), have allowed a good chronology to be reconstructed. Mineral analysis is an older analytical tool, but one that also still contributes strongly to the understanding of stratigraphy. This is because, in general, loesses of the same age have shown to have very similar mineralogy, just because the wind distributes them so widely and mixes them so thoroughly (unlike fluvial sediments with a much more localised range of sources and sinks).

The oldest loesses, both high-latitude and peri-desert (apart from the dubious 'loessites' discussed in Chapter 8) occur in China, where they began to accumulate some 2.5 million years ago. In parts of China and Tajikistan the sections that reach back this far are over 200m thick (Goudie et al. 1984) and near Lanzhou in China about 200m has been recorded (Derbyshire 1983). In these high-latitude situations, most of the loess was deposited in cold, windy and dusty periods; soil horizons developed at contemporary surfaces in warmer, perhaps wetter and less dusty interludes (Fig. 4.15). In the 2.5 million year history of the Baoji section in China, which is nearly complete, there were 37 major cold/warm cycles (Xing Zhouyi et al. 1992). The warmer, wetter periods were apparently episodes when the south-west monsoon penetrated further west; in the cold dry periods it retreated and was replaced by the north-east monsoon.

The deposition of these loesses (and the peri-desert loesses) intensified during the Pleniglacial, the thicker members being towards the top of the sequence. This

---

Fig. 4.13 A loess terrace in the Wadi Firin, an extremely arid part of southern Sinai. See also Fig. 1.1(c).

Fig. 4.14 Principal loess-covered areas in the world.

Fig. 4.15 Periglacial Loess (last glaciation) separated by the Sangamon palaeosol (interglacial) from the Loveland Loess (penultimate glaciation) in Nebraska, USA.
corroborates a picture of intensifying global aridity (Chapter 8), but loess deposition in China and central Asia may have been even further intensified by the aridification consequent on the uplifting of the Tibetan Plateau during the Quaternary. This produced not only the thickening of successive layers of loess, but its progressive extension over new areas further east in China (Zhang Linyuan et al. 1991). During the Pleistocene the periodicity of loess accumulation and intervening periods of soil formation can be closely fitted to the Milankovitch rhythms in some sections, as in Alaska (Riget and Hawkins 1989). These rhythms are discussed in Chapter 8.

Even in Britain, where the loess is thin (though defined only as a deposit thicker than 0.3 m), there is a record of Late Devensian, Wolstonian and Anglian loesses in many parts of the country, some interbedded between glacial soils (Catt 1979). Some of the British loesses are interglacial, belying a simple correlation of loesses with cold phases. The last of the British loesses, whose deposition peaked in some sections at between 14 000 and 18 000 years ago, seem to have come in easterly winds from the North Sea Basin, then an outwash plain with deposits from the Thames and the Rhine, and has a comparable distribution to loesses in Belgium (Goosens and Offer 1990), and has a comparable palaeosols (Bruins and Offer 1991). But in other sections, the distribution would be an important control on the deposition of dust (Coudé-Gascon 1990). Another important control is vegetation cover. If an aerodynamically rough cover of vegetation is present, some obstacles (Chapter 5), and this might have more of an effect on the deposition of dust than of sand. The field evidence is equivocal. For a start, the direction of the winds that laid the dust is not always clear. Thicker deposits of dust of hills may also be formed as dust-sized material is washed or soliflucted off the hill after deposition as dust. The patterns downwind of the hills may also be complex, for in some cases there may be 'hydraulic jump' phenomena in these lee areas, creating complex patterns of dust deposition (Quetrot et al. 1982).

Loess was seldom, if ever, deposited into landscapes with no fluvial or slope activity. Indeed, the need for vegetation to trap the dust, explained above, means that many of these were landscapes with enough runoff to sustain active slope and fluvial processes. Thus in many places the dust, once deposited from the atmosphere, was quickly reworked and redeposited at the surface by runoff and wind. Striations point to observations in the field and in a wind tunnel that suggest that deposition may occur preferentially on the windward sides of hills (Goosens and Offer 1990), and this is somewhat confirmed by the distribution of loesses in Belgium (Goosens 1988). It is known that wind speeds fall immediately upwind of some obstacles (Chapter 3), and this might have more of an effect on the deposition of dust than of sand.

Fig. 4.16 shows the distribution of loesses on the landscape. The distribution of loesses is controlled by a number of processes. The most obvious pattern of distribution is deposition in a tapering plume downwind of source. This can be seen very well in the plains of Pleistocene dust deposits downwind of small playa lakes, for example in Nevada (Chadwick and Davis 1990). But it can also be seen in the distribution of loesses on the western European coast between Brittany and Holland, where the loess occurs in basins downwind of the outfalls of large rivers (like the Seine) onto the exposed bed of the English Channel (Lebrat and Lautridou 1991). Many of the thickest loesses are associated with linear sources along major river valleys, such as the Pecos River in Texas (Holliday 1989) and the Missouri (Fig. 4.9).

Another important control is vegetation cover. If an aerodynamically rough cover of vegetation is present, some obstacles (Chapter 5), and this might have more of an effect on the deposition of dust than of sand. The patterns downwind of the hills may also be complex, for in some cases there may be 'hydraulic jump' phenomena in these lee areas, creating complex patterns of dust deposition (Quetrot et al. 1982).

Loess was seldom, if ever, deposited into landscapes with no fluvial or slope activity. Indeed, the need for vegetation to trap the dust, explained above, means that many of these were landscapes with enough runoff to sustain active slope and fluvial processes. Thus in many places the dust, once deposited from the atmosphere, was quickly reworked and redeposited at the surface by runoff and wind. Striations point to observations in the field and in a wind tunnel that suggest that deposition may occur preferentially on the windward sides of hills (Goosens and Offer 1990), and this is somewhat confirmed by the distribution of loesses in Belgium (Goosens 1988). It is known that wind speeds fall immediately upwind of some obstacles (Chapter 3), and this might have more of an effect on the deposition of dust than of sand.

Fig. 4.16 shows the distribution of loesses on the landscape. The distribution of loesses is controlled by a number of processes. The most obvious pattern of distribution is deposition in a tapering plume downwind of source. This can be seen very well in the plains of Pleistocene dust deposits downwind of small playa lakes, for example in Nevada (Chadwick and Davis 1990). But it can also be seen in the distribution of loesses on the western European coast between Brittany and Holland, where the loess occurs in basins downwind of the outfalls of large rivers (like the Seine) onto the exposed bed of the English Channel (Lebrat and Lautridou 1991). Many of the thickest loesses are associated with linear sources along major river valleys, such as the Pecos River in Texas (Holliday 1989) and the Missouri (Fig. 4.9).

Another important control is vegetation cover. If an aerodynamically rough cover of vegetation is present, some obstacles (Chapter 5), and this might have more of an effect on the deposition of dust than of sand. The patterns downwind of the hills may also be complex, for in some cases there may be 'hydraulic jump' phenomena in these lee areas, creating complex patterns of dust deposition (Quetrot et al. 1982).

Loess was seldom, if ever, deposited into landscapes with no fluvial or slope activity. Indeed, the need for vegetation to trap the dust, explained above, means that many of these were landscapes with enough runoff to sustain active slope and fluvial processes. Thus in many places the dust, once deposited from the atmosphere, was quickly reworked and redeposited at the surface by runoff and wind. Striations point to observations in the field and in a wind tunnel that suggest that deposition may occur preferentially on the windward sides of hills (Goosens and Offer 1990), and this is somewhat confirmed by the distribution of loesses in Belgium (Goosens 1988). It is known that wind speeds fall immediately upwind of some obstacles (Chapter 3), and this might have more of an effect on the deposition of dust than of sand.
In these landscapes the distinction between primary aeolian loess and reworked material is difficult if not impossible.

### Dust deposited in the deep oceans, contemporary and ancient

The massive accumulations of dust off the West African coast (derived from the Sahara), in the western and central Pacific (from the Asian dust plume), in the South Pacific off Australia, and in the Mediterranean (again from the Sahara, but also from other parts of North Africa) have been repeatedly alluded to above, as some of the best evidence for the global transport of dust. The Sahara plume is best developed between 12° and 25°N; the North Pacific plume between 35° and 42°N; and there is another plume eastward from Australia over the South Pacific. There are further, thinner continental dust deposits in the North Atlantic (derived from North America) and the South Atlantic (from Argentina). Table 4.1 gives some data on present rates of the flux of dust to the oceanic surface.

Dust is thus a major contributor to submarine sedimentation, comparable with inputs from fluvial sources, even in seas with quite large inputs of fluvial sediment. It is almost the only source of mineral sediment in places like the central Pacific and on the Mid-Atlantic Ridge, but even on the bed of the western Mediterranean basin, as much sediment derives from Saharan dust as comes from the River Rhône (Leje-Pilot et al. 1986). Saharan dust also dominates over all other sources in the North Atlantic Trade Wind belt. But fluvial inputs are, of course, much more important in seas like the Bay of Bengal or the China Sea close to the coast (Chester 1990).

The character of the sediments derived from these inputs is one of the best indicators of their origin as dust. For example, clay minerals in dusts and oceanic sediments are dominated by kaolinite in the lower latitudes (where kaolinite is the main product of continental weathering), and by illite in mid-latitudes (where less kaolinite is produced on the continent) (Chester 1990).

The actual mechanism for accumulation is poorly known, for it has been calculated that dust would take many decades to reach the ocean deeps. It may be aggraded in faecal pellets near the surface, and descend in this way at a greater velocity than it would as single grains. Once on the ocean floor, there is considerable bioturbation, so that time-reconstructions can seldom be finer than 500 years (Tetzlaff et al. 1989).

Considering the vast increases in global dustiness during periods of the Pleistocene, it is not surprising to find that submarine deposits of dust, referred to above, were being much more actively accumulated during these times. In the Arabian Sea, for example, where the dust is derived from Africa, the glacial-age maximum of dust production was $10^6$ kg yr$^{-1}$, compared to the Holocene rate of about $100 \times 10^6$ kg yr$^{-1}$ (Sirocko et al. 1991). One of the best known of the deposits is off the northern African coast between 12° and 25°N; it extends as a tongue of thick aeolian sediment some 200 km from the coast.

### Table 4.1 Flux of mineral dust in $10^6$ kg yr$^{-1}$ (after Chester 1990).

<table>
<thead>
<tr>
<th>Location</th>
<th>Flux 10^6 kg yr$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>North Atlantic (north of the trade wind belt)</td>
<td>12</td>
</tr>
<tr>
<td>North Atlantic (trade wind belt)</td>
<td>100-400</td>
</tr>
<tr>
<td>South Atlantic</td>
<td>18-37</td>
</tr>
<tr>
<td>Indian Ocean</td>
<td>336</td>
</tr>
<tr>
<td>Western North Pacific</td>
<td>300</td>
</tr>
<tr>
<td>Central and eastern North Pacific</td>
<td>30</td>
</tr>
<tr>
<td>South Pacific</td>
<td>18</td>
</tr>
</tbody>
</table>

Fig. 4.17 The Pacific dust record, showing variations of (a) accumulation rate, and (b) grain size over time (after Rea 1990).

The massive accumulation of dust in the southeastern Sahara to this deposit is calculated to have carried about 2.5 times more dust at 18,000 years BP than it does today (Sarnthein et al. 1981). The dust record, both in terms of mass input and grain size in the Pacific is shown in Fig. 4.17 (Rea 1990).

Submerged, terrestrial dust deposits is far less extensive than the deep-sea dust deposits, but it is interesting for its testimony of conditions when sea level was lower. Loess must have been submerged in many places, but, like dune sand (Chapter 8), it may also be too fragile to survive an active wave environment, except in small fragments. Evidence for submerged loess has been cited in the Bohai Sea off the north-eastern Chinese coast (Li and Zhou 1993).

### Conclusion

This chapter has shown that the landforms of dust are distinct from those of sand (except in some marginal situations). This is doubtless a function primarily of rapid grain-size fractionation in motion, whereby dust moves quickly away, leaving sand to travel much more slowly. But the separation extends much further: to the mechanics of movement, the mineralogy, the character of the landforms, their location, and to the place of the deposits in the geological record. The distinction between the two types of aeolian landform has required their almost totally separate treatment in this book.

The importance of dust in global geomorphology can be seen in several facets. The first is the extent of dust-covered (loessic) landscapes, which are arguably economically much more important than the sandy lands of semi-arid and arid regions; secondly there is its importance in ocean sedimentation; third is the value of the loesic record of recent climate change; and finally is the importance of dust in contemporary pedology, geomorphology and climatology.

### Further reading

The best general and very comprehensive source of information on dust is Pye's book (1987). A good, more recent review on dust was provided by Middleton (1989). Loess in general is also covered in Pye's book (1987) and in a number of recent, collections of papers, such as those by Pääkkö (1987) and Pessl and Lötscher (1990). McTainsh (1987) and Coulée-Gaussen (1987) have reviewed the position with reference to desert loess. There is a burgeoning literature on deep-sea dust deposits; possibly the best recent collection is in Leinen and Sarnthein (1989). Chester (1990) provides another useful review.
CHAPTER 5

Dunes

Introduction

Of all aeolian landforms, dunes are the most impressive and the most unambiguously aeolian. Research into dunes over more than a century still leaves great uncertainties, as will be plain in what follows, but considerable progress has been made very recently, and this will be the main basis for this chapter.

An aeolian dune is an accumulation of sand-sized sediment deposited by the wind and shaped into a bedform by deflation and deposition. Dunes are built of rock-mineral sand, sand-sized aggregates of clays, salt crystals or ice. The terms used to describe dunes are illustrated in Fig. 5.1. The definition requires some proviso, first about scale. At the lower end dunes must not be confused with ripples, which have a fundamentally different mode of origin (Chapter 2), and they must also be distinguished from agglomerations of dunes, such as dunefields and sand seas (Chapter 6). Dunes are therefore defined as features between about 0.3 m and 400 m high and between about 1 m and 500 m wide (although there is still some overlap between these dimensions and both ripples and dunefields). Second, to distinguish dunes from yardangs, which are aeolian landforms at the same scale, dunes are defined as features on which the sediment is loose, and is moved grain by grain; the material of yardangs is coherent and is generally eroded by abrasion (Chapter 3).

Dune processes

This section examines fundamental processes shared by all dunes, namely: initiation, replication, early growth, short-term adjustment of windward slopes, slip-faces, and elementary types of movement. Most of these processes can be viewed on a two-dimensional cross-section; in general, it is three-dimensional shape that distinguishes dune types, and this is examined later in this chapter.

Initiation

The initiation of dunes has seldom been documented, and even theory is fragmentary. Dunes could begin to accumulate in many ways. One of the very few studies of initiation, on Padre Island on the Gulf Coast of Texas, found that most began as accumulations around slight indentations in the surface, changes of roughness, or small obstacles like plants, and despite the distinctive conditions on the island, this may well be how most dunes everywhere begin (Kocurek et al. 1992). Others have been reported 'calving' of bigger dunes as in Fig. 5.2, though the reasons are obscure. Yet others probably originate where streams of sand-laden winds converge, as round an obstacle, or where secondary flow patterns converge. Others again may be formed by 'ground-jets' (sudden gusts of wind at the surface), which might occur in various ways, one of which is the break-up of waves on an early-morning atmospheric inversion, which Knott (1979) observed at In Salah in Algeria. These jets should be capable of sweeping sand from limited areas, and depositing it when they dissipate. The resulting patches of sand, like the ones accumulated in other ways, could be templates for dunes (Warren and Knott 1983).

The population dynamics of a group of patches of sand involves the rapid dissipation of most, leaving only a few to survive and grow into free, moving dunes. Survival probably depends first on the achievement of some minimum size, the evidence being that dunes smaller than a few metres across are believed that turbulent fluctuations in the wind meant that any form of equilibrium state was unlikely ever to be reached. There are clearly many more features to be discovered about the nature of flow adjustment and its relation to the minimum size of stable sand patches. However, there are probably other controls on minimum size, as shown by observations of two dunes within the same ambient wind regime in Oman.

Fig. 5.1 The major features of a dune.

Fig. 5.2 The 'calving' of small barchans downwind of a linear lee dune in central Sinai.
The term 'replication' is used here to describe the development of successive dunes all of roughly the same form, and with a regular spacing (Fig. 5.4). This property, though a basic and common characteristic, is still mysterious. Early geomorphologists dabbled with the idea that dunes were formed by gravity waves at the boundary between the less dense atmosphere and the denser cloud of saltating particles, or even the denser bed itself – ideas that were also applied to ripples (Chapter 2). These models were rapidly dismissed (see discussion in Cooke et al. 1993). Nucleation round regularly spaced obstacles must also be dismissed as a general explanation, for this simply transfers the problem of explaining regularity to the obstacles, and, short of regular faulting (an explanation that has been used), this is even more difficult to explain.

Three main groups of hypotheses survive (although they are not mutually exclusive, and may even be complimentary). Each is better developed for dunefield patterns, while most authorities believe in fundamental similarities between these and aeolian dunes. All the models require an initial disturbance or some discontinuity on the bed (perhaps the first dune initiated in a manner described above), though the character of the bedforms thereafter is independent of the discontinuity.

The central feature of the 'delayed response' or 'kinematic instability' model is a 'delay factor' which magnifies the initial disturbance to the flow until it reaches some equilibrium configuration which is propagated downstream. Kennedy (1969) believed that the factor reflected two kinds of delay: first, in the flow properties, and second, in the sediment transport (processes similar to those described above in the context of dune initiation). More recently, McLean (1990) extended the delay factor as necessary for dune formation in flows of infinite depth, but pointed out that real dunes form rather differently (see below). Both Yalin (1977) and Raudkivi (1976) were sceptical about Kennedy's factor, but his model, though not fully substantiated with empirical observations, is still widely discussed.

The 'organised turbulence' model assumes a pre-existing pattern in the flow, dunes being created when the pattern is locked by a discontinuity on the bed (Yalin 1977). Yalin's argument was based on the observation that wavelengths (though not heights) of dunes appeared to be already determined before growth began. Moreover, the wavelengths of subaqueous dunes were strongly related to the depth of flow, suggesting that they related to the largest possible eddies, those being of order of the flow depth. Other 'turbulence' models link subaqueous dunes to surface waves (Hammond and Heathershaw 1981; Allen 1983). Yalin (1977) saw little problem in extending his model to aeolian dunes.

This model has many supporters among those who have studied aeolian dunes, although the evidence, either morphological or meteorological, is sparse. The morphological evidence includes 'spontaneously' developing low, regularly spaced dunes in snow (Kobayshi and Ishihara 1979) and on beaches (Beach 1986; Fig. 5.5 shows another example). The meteorological evidence is of wave-like motion in the lee of hills and in other meteorological situations, some of which have been thought to be related to dune patterns (Kolm 1985).

The 'flow response' model is related to the organised turbulence model. It requires an initial, fully-formed dune, which produces regular disturbance of the downstream flow. Beyond the first brink, flow takes off and reattaches to the bed downwind, enclosing a 'separation bubble' or 'lee eddy'. Intense turbulence at the reattachment point allows no accumulation of sand, but downwind, in the expanding internal boundary layer, turbulence rapidly diminishes to a point where deposition can occur. This produces a second dune at a position depending on the energy of the turbulence, itself dependent on ambient flow conditions (McLean 1990). Several authorities have noted that in aeolian transverse dunes, the wind does not recover its full pre-dune characteristics until distances of between 10 and 15 dune heights downwind (although this figure must depend also on ambient velocities) (for example, Lancaster 1989a).

The windward slope

Bagnold (1941) developed the classic explanation of how a patch became a dune. Large quantities of sand could be carried over a stony surface, because of the effectiveness of the rebound. The deceleration of this densely charged flow, when it encountered the edge of a patch of sand, induced deposition, and the patch grew to a dune. The cross-sectional form of this new dune would quickly adopt an asymmetric form. Exner (1927, quoted by Graf 1971) explained this process in the following way: as the new dune grew upward, the upper parts were subject to faster winds than the lower parts, and therefore moved forward to produce the asymmetry. The observations on Padre Island produced a further model of this kind of growth: dunes begin as irregular patches; become rippled 'protodunes', over which the flow contracts, and in the lee of which it expands again; further growth induces flow to separate in the lee and sand to fall out into the zone of separation; these dunes...
then become fully flocked barchans with slip faces; and finally these, in turn, merge with, cannibalize or link laterally with other dunes (Kocurek et al. 1992).

The windward slopes of fully developed dunes have three distinct zones: toe, main slope and crest (Burkinshaw and Rust’s 1993 phases 1, 2 and 3). Most authorities who have studied these complain of three major problems (Mulligan 1988; Burkinshaw and Rust 1993; Wiggs 1993; Frank and Kocurek 1994; Lancaster et al. 1994). As mentioned in Chapter 2, the available methods of measuring shear are very inadequate where, as on these slopes, wind velocities manifestly do not conform to the log-height rule of Karman and Prandtl. Second, the wind is rarely constant enough for real dunes to reach equilibrium with it (which, as will be seen, may itself explain some of the characteristics of windward slopes). Third, there is strong interaction between form and process (termed ‘morphodynamics’).

The toe is a place where slope angle, shear, roughness and sand discharge all change abruptly. Most observations and models show that velocity and, more important, \( u_0 \) (shear velocity) decrease at the toe (Fig. 5.7; Howard and Walmsley 1985; Jensen and Zeman 1985; Tsoar 1985, 1986; Tsoar et al. 1985; Livingstone 1986). Theory suggests that this is because flow is backed up against the slope. If the wind were saturated with sand as it approached the dune (which it usually is), sand would then be deposited at the toe, and most mathematical models of dune formation do indeed develop an accumulation of sand here. But real dunes do not experience this accumulation, for, if they did, they would grow backwards into the wind, which they manifestly do not.

Recent wind-tunnel observations suggest that this apparent discrepancy of theory and reality arises from methods of calculating shear which rely only on assumptions about the nature of the velocity profile (Chapter 2), for surface shear stress is not controlled solely by velocity, but also by turbulence. When measurements of Reynolds stresses (indicators of turbulence) at the surface of a model dune are made, they do indeed show additional surface stresses at the toe, despite the decrease in velocity (Wiggs et al. 1993). These additional stresses may partly be attributable to concave streamline curvature (zone A in Fig. 5.8) (Finnigan et al. 1990). The opposing effects of velocity and curvature must be balanced to maintain transport of sand, suggesting that the toe is a zone of delicate and constant adjustment to the wind.

The main slope is a zone which Bagnold (1941) showed must be the zone of greatest erosion, if the shape of the dune is to be preserved as it advances. It is also a zone in which shear must increase up-slope such that the increasing volume of sand eroded from the slope can remain in transport (Lancaster 1987a: 519). Measured differences between sand flux at the toe and the top of the main slope can be in the ratio of 1:42 and more (Lancaster et al. 1995). The form that delivers these conditions is apparently the straight slope at 5° to 10° which is found on most natural dunes. For all these observations, the nature of the adjustments of flow over this kind of slope is still obscure; since such slopes induce ground jets, in which flow close to the surface is speeded up relative to flow immediately above (giving a velocity reversal with height) (Hunt et al. 1988). The depth of the jet is directly related to the size of the hill or dune, and on most dunes that have been studied, which are small, it has been impossible adequately to measure flow parameters within this narrow layer (Wiggs et al. 1995).

Using models and observations of flow and sand transport equations (Chapter 2), the main slope can be modelled mathematically. Although there are problems with many of the models, they do give valuable insights into dune behaviour. Howard and Walmsley’s (1985) and Walmsley and Howard’s (1985) pioneering models showed that erosion and deposition were sensitive to minor variations in the shape of the slope, and especially to the value of roughness height (\( z_0 \)) and its spatial variation. This is confirmed by field observations (Reid 1985; Warren 1988a). Wippermann and Gross’s (1986) model, though depending on a simple flow model, produced a recognizable barchan from a conical pile of sand in the equivalent of eight days with \( u_0 = 7 \text{ m s}^{-1} \) (Fig. 5.9), a situation not dissimilar to the field observations on the dune in Fig. 5.3. Jensen and Zeman’s (1985) model showed that the fluid forces were always trying to steepen the dunes, a tendency the authors tried to counter (unsuccessfully) by introducing a slope correction for the transport rate, or a lagged relation between wind speed and sand flux. The relation between wind speed and slope angle is disputed. Lancaster (1985b) predicted steeper slopes at higher wind speeds, although the models of Howard et al. (1978) and of Wippermann and
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The crest view is that small dome dunes (with marked separation of crest and brink) evolve to larger dunes with less crest–brink separation and finally to dunes with straight slopes to the brink (Lancaster 1987a). Yet many dunes with crest–brink separation, including some dome dunes, seem to be equilibrium forms (Breed et al. 1980), and some dome dunes (even up to 6 m high) are closely juxtaposed to dunes with slip faces (McKee 1966). Furthermore, the reverse evolutionary sequence was suggested by Capot-Rey (1963) and Verlaque (1958), and Fryberger et al. (1984) observed changes in both directions.

A second set of explanations is aerodynamic. If flow were to decelerate before the crest, in one argument, deposition would occur and build up the crest. Yet there is disagreement as to just where the maximum wind speed occurs. Mallick (1988) found it to be well before the crest, but Lancaster (1987a) found it at the crest. There could be many explanations for the anomaly, the most likely being that the two sets of observations were made at different stages in the development of the slope. Moreover, theory suggests that the position of the peak value is sensitive to the shape of the slope, the wind direction and the character of separation in the lee (Jenicek and Zeman 1985). A related suggestion is that crest–brink separation is a consequence of lag between changes in shear and the rate of sand transport (Bagnozzi 1941). The point where deposition takes over from erosion, the brink, would therefore be downwind of the point where shear begins to decline, which is assumed to be at the crest. Because the lag depends only on wind speed and sand size and not on dome size, crest–brink separation would become progressively less marked as the dome grows, and this prediction was confirmed by Hastenrath’s (1978) field observations. Finally, in the aerodynamic category, it is a theory involving flow curvature, for unlike the toe, flow is curved in a convex fashion over the crest, and, by analogy, this should complement any other mechanism that decreases shear and so sand transport (Fig. 5.1; McKee 1966; Embabi 1970/71).

The lee slope

Discussion here of the lee slope is confined to the processes in the lee of dunes that have brinks and steep lee faces (and ignores the poorly understood processes in the lee of zibars and dome dunes). As most dunes grow upward, there comes a point, depending on ambient flow characteristics, at which the wind can no longer follow the downwind slope, and the flow separates from somewhere near the crest. The flow here is highly erratic, with major gusts and reversals of flow, but its existence is easily detected with smoke (Fig. 5.11) and in the patterns of ripples and small shadow dunes (Hoyt 1966; Tullis 1979; Hunter and Richmond 1988; Sweet et al. 1988). The velocities of this return flow are fairly great enough to have any material effect on the lee slope itself.

A few grains, even of quite coarse grades, travel far beyond the brink (Howard et al. 1978; Hunt and Nalpanis 1985), but by far the greater quantity of sand, even in high winds, reaches only as far as the prevailing saltation length, and then falls into the relatively calm air of the upper separation bubble. Since the saltating grains have begun their flights shortly before they pass over the brink, one might expect an exponential decline in deposition on a horizontal plane projected from the brink. This does not mean, however, that there is an exponential decline in the rate of deposition on the lee face. Indeed, Anderson (1988) found a bulge on the lee slope, 0.2 and 0.4 m downwind of the brink, created by more intense grainfall than nearer the brink. He attributed this to two effects: first, the slip face falls away at an angle which is greater than the general

Fig. 5.11 A lee-side eddy visualized using smoke. Overall wind flow is from right to left, although surface flow is from left to right in the lee-side eddy.
falling flight angle of grains; and, second, the drag on particles falling into the quicker conditions beneath the brink. He predicted that coarse grains would fall near the top of the slope, and finer ones further out.

Bagnold (1941) predicted that slip faces could not be smaller than a saltation jump length, and this conforms to observation: as a slip face declines in height, there comes a point below which the height rapidly falls off. Anderson's model predicts that particles reach no farther than about 1 m, when \( a \), is 0.3 m s\(^{-1}\) and grain size is 250 \( \mu \text{m} \) (common values), and this should give a minimum height of the slip face of 0.6 m. If so, dunes over about 1 m in height would have slip faces in most conditions.

When grain fall has built up the lee slope beyond a critical angle, it fails, and sand flows down it to form a slip face. The position of the failure is the 'pivot point', which is at the crest of Anderson's bulge. After failure, a tiny 5-10 mm scarp cuts rapidly back upslope from the pivot point towards the brink (Fig. 5.12; Hunter 1977a). It is active for many minutes, and feeds a sand-flow avalanche. The flow narrows or 'bottlenecks' through the bulge, and then expands downslope until it reaches a constant (or slowly expanding) width, where it halts. The flow is fastest at the position of the bulge and slows downslope. McDonald and Anderson (1994) measured a rate of 0.2 m s\(^{-1}\) at the bulge. The avalanche 'tongues' are a few centimetres thick (Lowe 1976) and about 0.2 m wide (Hunter 1985). In the avalanches, turbulence mixes the sand, taking coarser and more platy grains (mica, shale, shell or bark) to the surface, and to the sides, where they may form 'leaves', and finally to the toe (Fryberger and Schenk 1981, 1988; Sneh and Weissbrod 1983).

Not all flows reach the base of the slope, for on some the supply of sand runs out before the base is reached, and in others large amounts of sand are immobilized in the leaves (McDonald and Anderson 1994). When and if the flow hits the base, a wave travels back up the avalanche at between 0.05 and 0.10 m s\(^{-1}\) (Allen 1971). The wave may mark the limit between settled, stationary sand downslope, and the more fluid, active avalanche upslope. Avalanche deposits are at almost the minimum possible bulk density (Allen 1971), and include sand imbricated with axes pointing directly downslope (Ellwood and Howard 1981).

Slope failure reduces the angle of initial yield to the 'angle of repose' (or the 'residual angle after shearing'). The difference between these two is about 2.5° (Bagnold 1965; Allen 1969; Careyigo 1970). The angle of repose (the angle of most of the slip face) alters little with sand grain size, but is sensitive to grain angularity, moisture, salt content, and perhaps static electricity (Van Barklow 1945; Allen 1969, 1970; Careyigo 1970). It is commonly between 30° and 35°.

Bagnold (1966) suggested that if some force, such as early morning dew or in saline environments, were to increase the descent velocity of the avalanches above its normal speed, then an oscillating dilution and compaction might take place, and this might be the mechanism of sound production in buildings (Busche et al. 1984). Capot-Rey (1957) described how the dune that had covered the camel market at Faya-Largeau in 1935 had moved a kilometre by 1955 (equivalent to 20 m yr\(^{-1}\)). Haynes (1989) discovered that a barachan, at the base of which Bagnold had camped, had moved relentlessly at 7.5 m yr\(^{-1}\) in the 57 years since.

Movement occurs in all un-anchored, unstabilized transverse dunes (Fig. 5.14). It is the consequence of piemontic deflation on the windward slope, and of deposition in the lee. The rate of movement, \( V_b \), can be expressed as follows (Simons et al. 1965):

\[
V_b = \frac{q_b}{K/H \rho_b} \quad (5.1)
\]

where \( q_b \) is the transport rate of the sand trapped by the slip face, \( q_b = q \rho_b \), the total transport rate, where \( q_b \) is through-going (untrapped) transport. In dunes in near-unidirectional wind regimes, most of the sand arriving at a slip face is trapped (i.e. \( q_b > q \)). Where winds are more variable in direction, \( q_b \) approaches \( q \), and dune advance is slowed relative to the total drift potential, \( DF \) (Chapter 2). In equation (5.1), \( q = a L/H \) where \( A \), is the two-dimensional cross-sectional area of the dune, and \( L \) is its wavelength (distance between neighboring dunes downslope). For a simplified, triangular, continuous dune, \( k = 1/2 \) (Rubin and Hunter 1982); \( H \) in equation (5.1) is the height of the dune; and \( \rho_b \) is the bulk density of the sand in the dune. Variations of this basic formula have been produced for different purposes (Bagnold 1941: 204; Wilson 1972a; Greeley and Iversen 1985: 185). The argument, of course, refers only to transverse dunes; the growth (rather than movement) of linear dunes is discussed below.

An assumption of equation (5.1) is that dunes maintain their shape in movement. This can only apply to mature dunes, supposedly in equilibrium with their wind and sand-supply environment, for 'younger' dunes are accumulating some of the sand that arrives on their windward slopes, and sand supply conditions do change. None the less, the broad predictions of the formula are adequately confirmed by observations (Fig. 5.15). Doubt remains, however, on two counts. First there is doubt about the size-movement curve at either extreme of the size range. Finkel (1959) found that a linear formula, as above, was a good predictor of dune movement for dunes between 2 and 7 m high, but was wildly out for small dunes of the order of 1 m high. This may have been due to the higher bulk densities of low dunes (Hastenrath 1978), or to a variable wind environment for smaller dunes, sheltered by large ones. At the other end of the size-range, Fig. 5.15 shows that in many cases the relationship should be exponential rather than linear (Sarathchandra and Walger 1974). Larger dunes seem to reach a plateau in their rate of movement beyond which size makes no difference. This may be due to greater wind speed. Up second, there are very few observations of continuous dunes, where much of the sand is trapped (where \( q_b \) \( \approx q \)), although some observations in this condition do confirm the predictions of the formula (Warren 1988e).

Bulk transport is the transport of sand by dune movement (the rolling over of sand in the dune), as opposed to transport across the desert floor by saltation (discussed in Chapter 2) (Lettau and Lettau 1969). Hunter et al. (1983) developed a formula for the amount of sand in bulk transport (\( Q_b \)):

\[
Q_b = KHq_a
\]
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although continuous transverse dunes to be low, but continuous transverse dunes to be 23 m$^3$ (m-width)$^{-1}$ yr$^{-1}$. In a field of dispersed barchans in Peru Lettau and Lettau (1969) found bulk transport to be 5 x 10$^5$ m$^3$ (m-width)$^{-1}$ yr$^{-1}$. In another field of barchans, in Mauritania, the curve was calculated at only 1.1 m$^3$ (m-width)$^{-1}$ yr$^{-1}$ (Sarnthein and Walger 1974).

Classifying dunes

Although the fundamental processes, described above, are common to all dunes, there are a multitude of dune forms. The first stage in explaining this variety is to classify it. There have been many classifications (e.g. Melton 1940; Hack 1941; Petrov 1976; McKee 1973b; Thomas 1986a; Pye and Tosar 1990; Cooke et al. 1993), which differ for two main reasons. First is the variety itself, the range being different in the different areas with which the various authors were familiar. Second is the difference in the purposes of classification, some being for practical purposes (like a classification of dune trafficability); others being for geomorphological or meteorological interpretation. The plethora of the terms that have been used makes it very difficult to compare the different systems (see, for example, the lists of synonymous terms in Breden and Grow (1979)).

The aim of the classification suggested here (Fig. 5.16) is to simplify the explanation of dune formation. But, because it is as yet impossible to provide a classification based on consensus about the formative processes, the system is based only on elemental forms. It is a modification and extension of the system of Cooke et al., 1993, but unlike it, stabilized forms are not included; because of their palaeo-environmental significance they have their own chapter (Chapter 8). The classification recognizes a fundamental difference between dunes which develop because sand is immobilized by vegetation or topographic obstructions and those which develop without these obstructions. This latter type is termed 'free' here and 'self-accumulated' by Pye and Tosar (1990).

Free dunes types

Transverse dunes have slip faces that all face roughly the same direction and are characterized by net sand transport normal to their crest. Some are lengthy continuous ridges (Fig. 5.6a); others are discontinuous, in which case they are termed 'barchans', which are crescentic dunes isolated on firm, coherent desert surfaces, such as desert pavement (Fig. 5.17). Some are little more than 0.5 m high, in which case they migrate very quickly and can be re-orientated by any change in wind direction lasting more than a few hours. Others are over 100 m high, as in the Libyan Mauzourov in Libya, and probably very stable in shape although slowly migrating. The curvature, and wavelength of the curves, in transverse dunes is very variable, but one undoubted control is the height of the dune, the radius of curvature being bigger in higher dunes.

Although they have no slip faces, dome dunes are included here because they have an orientation and pattern of sand transport akin to transverse dunes. Equally, reversing dunes are included with transverse dunes, because they experience net sand transport normal to the crest; in these dunes slip faces develop on opposite sides of the crest in response to a bimodal wind regime with diametrically opposed modes. Transverse dunes cover some 40 per cent of active and stabilized sand seas (Breden et al. 1970a). Small barchans, which re-orientate quickly to changing winds, are very common, but barchans over 2 m in height are rather rare; it has been estimated that they contain less than 1 per cent of aeolian sand (Wilson 1973). Barchans with heights of the order of 100 m are confined to very constant annual wind-regimes; some stabilized ones in the Nebraska Sand Hills were described by Warren (1976a). Some extraordinary collections of small dunes in barchan-shape have been termed 'mega-barchans' by Kar (1990). On linear dunes net sand transport is parallel to the crest (Fig. 5.18). They frequently have slip faces on either side of a central crest line, although only one of these is active at any one time, the activity alternating seasonally, or more occasionally, daily. Linear dunes

Fig. 5.16 A classification of aeolian dunes.

Fig. 5.17 Classic barchans in Chad.

where $k$, the form factor = $A/L^2$; $A$ is the cross-sectional area of the dune; $L$ is dune spacing; $P$ is dune height and $V_p$ is dune migration speed (Hunter et al. 1983).

Bulk transport can be calculated from data on the shape (volume), bulk density, and rates of movement relative to size in a field of dunes. In Baja California, Former et al. (1966) found bulk transport in a field of low, but continuous transverse dunes to be 23 m$^3$ (m-width)$^{-1}$ yr$^{-1}$. In a field of dispersed barchans in Peru Lettau and Lettau (1969) found bulk transport to be $5 \times 10^5$ m$^3$ (m-width)$^{-1}$ yr$^{-1}$. In another field of barchans, in Mauritania, the curve was calculated at only $1.1 \text{ m}^3 (\text{m-width})^{-1} \text{yr}^{-1}$. (Sarnthein and Walger 1974).
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Fig. 5.15 Measured rates of transverse dune movement (after Cooke et al. 1993).
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are often divided into sharp-crested 'yard' forms and more rounded sand ridges (even though the origin of these two may not be greatly dissimilar). The term 'linear dune' is used here generically to cover all dunes which have been commonly termed 'self' (also 'yard' and 'yard'). 'Longitudinal' or 'sand ridge' because this avoids genetic connotations.

Linear dunes, which are found in all the world's major sandy deserts, vary in shape and size even more than transverse dunes. They reach from less than 2 m high to around 150 - 200 m in the Namib Desert, the Great Eastern Erg of the Sahara and the Rub' al Khali in Arabia. Some extend for tens of kilometres, and some exhibit considerable parallelism, although it is a mistake to see all linear dunes as great sheets of sand dunes, there is very little in others such as those of the south-west Kalahari (Bullard et al. 1995).

Dune networks (Fig. 5.19) and star dunes (Fig. 5.20) are patterns in which there is a confused set of slip faces pointing in several directions (though not all are active at any one time). Dune networks occur in continuous sand cover, and contain individual dunes which are no more than a few metres high, spaced in the order of 100 m apart. They are very widespread. In plan form, star dunes have a number of arms radiating from a central peak. At the peak, slope angles may be quite steep (15° - 30°), but the body of the dune rests on a plain with much lower angles. Lancaster (1989b) reported star dune spacings from 150 m to more than 5000 m. They are reported to be up to 400 m high in the Ala Shan, China, and the Lut of Iran, and over 300 m high in the Namib and the Great Eastern Sand Sea of Algeria. Although much less common than transverse or linear dunes, star dunes are found in many of the world's major sand seas, but the only sand sea where they cover a large area is the Grand Eastern Sand Sea of which they cover 40 per cent. These striking features have many local names including derrick, ghourd, riboud, orphioud and sand pyramids. In both networks and star dunes, sand makes little overall progress.

Zibar are dunes with no slip faces which are formed from coarse sand and have hard surfaces (Fig. 5.21; Nelson and Kocurek 1986). Modal sand sizes of 2000 μm have been described for the sand in zibars in the Selima Sand Sheet area of north-western Sudan (Breed et al. 1987). They are very widespread in some deserts, and certainly cover a more extensive area in total than do barchans or star dunes (even together). Most zibar are of low relief, though some of the zibar in the Ténéré Desert are higher than nearby sayf dunes and reach over 5 m (Warren 1972). Zibar are common upwind of sand seas in zones from which finer materials have been winnowed (Warren 1972; Lancaster 1983a; Breed et al. 1987). They occur both in extreme deserts such as the central Sahara (Fig. 5.21) and in lightly vegetated areas as southern California. Individual sheets of zibars are extensive: Monod's (1958) map of Mauritania cover over 10,000 km². Most are straight in plan form and transverse to the wind, although linear and parabolic forms have also been described (Anson and Vincent 1986; Gaylord and Dawson 1987; Gendle et al. 1987; Haynes 1989). Very little is known of their dynamics.

Equilibrium, morphodynamics, hierarchies and complexity.

Three fundamental concepts are essential to understanding the controls on the form of dunes: equilibrium, morphodynamics and hierarchy. A vocabulary for complexity is another useful preliminary.

Two properties in subaqueous and subaerial dunes suggest some kind of equilibrium: the first is the way in which they maintain a stable configuration as they migrate; the second is the repetition of form in large groups. However, though intuitively necessary, equilibrium is a rather difficult concept to define. Yalin (1977), for example, suggested that an equilibrium shape was one that produced the smoothest flow and thus equalized energy loss in the stream-wise direction, but this is a difficult property to specify or measure.

At a small spatial and temporal scale, as discussed in the first section of this chapter, 'dynamic equilibrium' can be no more than an abstraction, for real dune slopes are in constant change. Readjustment to changed wind conditions takes time (the reaction and relaxation time), during which the slope is not fully in equilibrium with any wind (Allen 1974). Readjustment to a new wind velocity or a new wind direction is rapid at first and then slows down, probably following some kind of exponential law. Winds that persist long enough to establish equilibrium forms are very rare, for the lag between a change in the wind and...
change in the dune probably exceeds even the length of the semi-diurnal cycle of speed and direction in desert winds. Thus equilibrium may be a useful concept, but can only be modelled, being most unlikely to occur in the field.

The ideal equilibrium conformation of a transverse dune would reflect its response to an ambient wind regime that is fairly constant in direction, if not speed, and the quantity of sand available. It can be hypothesized that all other dune types are moving towards this end-point, but are arrested before they reach it by changes in wind direction. In a changeable regime, only very small dunes can respond as they have short enough relaxation times to be able to adjust their form. To survive, and reflect a changeable regime, therefore, dunes have to be large; their size allowing them to retain some of the characteristics of a wind from one direction after the wind has changed to another, and to retain some imprint of the second set of conditions when the wind again changes, and so on. For them, equilibrium is dynamic, and could be defined by the range of shapes they adopt over perhaps a decade. These arguments apply particularly to linear and star dunes.

This introduces the second essential concept: morphodynamics, being the interplay or feedback between form and process. Four examples of morphodynamics will be explained below: the three-dimensional barchanoid-linguoid shape of transverse dunes; the process whereby linear dunes increase the near-surface velocity of the wind in their lee, above that of the oncoming wind, if the wind approaches the dune at angles of about 30°; the ways in which star dunes create wind conditions that encourage the accumulation of sand, and the maintenance of their form; and finally the morphodynamics involving aeolian and littoral processes, of coastal fore-dunes. Morphodynamic responses, it should be noted, are somewhat size-dependent. Only features above a certain threshold size can create fully effective morphodynamic responses, the threshold size being different in different environmental circumstances, the most important of these being the wind regime.

The third fundamental concept in dune morphology is hierarchy. Some workers have suggested that dunes are grouped in discrete size categories, this being termed a hierarchy (Wilson 1972b). Empirical support for this view comes from a number of sand seas (Lancaster 1982a), but the explanation is more elusive. Wilson (1972b) believed that the hierarchy was a response to a hierarchy of atmospheric eddies, but there is little evidence of this. An alternative offered by Cooke et al. (1993) was that hierarchies were a manifestation of the differing lag times of dunes of different sizes (which they termed 'dune memory'). Small dunes around 1 m high might be responding to daily cycles of wind regime; larger dunes were responding to the annual cycle; the size of the largest dunes, which reached hundreds of metres in height (which Cooke et al. termed 'megadunes') might be controlled by Milankovitch cycles of climate change.

The proliferation of dune forms is the result of complex interactions between a number of factors. For free dunes, the factor that has the greatest explanatory power is the wind regime. Using his system of classifying wind regimes that was explained in Chapter 2, Fryberger (1979) confirmed the findings of many other authors, in showing that (in general) transverse dunes were associated with unimodal wind regimes, linear dunes with wide unimodal or bimodal regimes, and star dunes with bimodal or complex wind regimes. He attributed the exceptions to poor wind data. This information can be combined with information about sand transport (Table 5.1).

Explanations based on wind regime can be taken a little further. Work in Australia showed that the amount of sand available for dune building might be a second important control on dune type (Wasson and
Hyde 1983. Building upon Lancaster's (1994) recent re-examination of Wasson and Hyde's approach (Fig. 5.22a), it has been extended here, as shown in Fig. 5.22b. The figure, wind direction variability is an index calculated by dividing resultant drift potential by total drift potential (Chapter 2). The amount of sand available was calculated by Wasson and Hyde from an estimate of the depth of sand if all sand in dunes was spread in a layer of even thickness. This parameter has been criticized because it fails to take account of the potential of sand currently in interdune corridors to become incorporated into dunes, and because it does not allow for other controls such as the nature of the desert surface (Mabbutt 1984; Rubin 1984). For Fig. 5.22b, the sand supply axis can be regarded as some unspecified measure of the sand available for dune formation. The positions of the various dune types on the diagram is more speculative than in either Wasson and Hyde's or Lancaster's studies (although it accounts for their data).

On the diagram (Fig. 5.22b) transverse dunes occupy the whole of the lower portion of the directionality (x) axis. This acknowledges the widely observed behaviour of dunes where there is little sand: small dunes re-orient themselves into transverse ridges with any new wind if it blows even for only a day. Examples of these kinds of observation come from Nielsen and Kocurek (1987) in respect of star dunes, and Warren (1988a) in relation to network dunes, both discussed below. The diagram extends the area occupied by linear dunes from its restricted area on the Wasson and Hyde plot, following Lancaster's discussion. The originally restricted position of linear dunes seems to have reflected only Australian experience, for in the African and Arabian deserts there are many linear dunes in deep sand. The diagram also introduces network dunes as a thin sand equivalent of star dunes.

Further help with an explanation of the relationship between wind regime and dune type was provided by some recent flume experiments (Rubin and Hunter 1987; Rubin and Ikeda, 1990). Although working under water, their results are highly applicable to subaerial situations (Fig. 5.23). A sandy bed was subjected to unimodal and bimodal flows. In the bimodal flows the angle between the modes (the divergence angle) was varied, and the balance between the two is controlled by the transport ratio. Unimodal flows (0° divergence) produced transverse dunes, while oblique bimodal flow regimes (135° with a transport ratio of 1:1 and 180° divergence, all cases) produced linear dunes; intermediate conditions produced dunes which were transverse, linear, a combination of transverse and linear, or oblique to the resultant transport direction. The conclusion, that transverse dunes formed when the divergence angle was less than 90°, is not fully supported by experience with aeolian dune systems, but flume experiments cannot fully replicate natural systems. In general these experiments offer some useful pointers for future research, especially when allied to computer simulation of dune development (Werner 1994) and experimental studies of ripple patterns (Chapter 2; Goossens 1991).

**Free dune processes**

Because the fundamental free dune type is a transverse dune, their two-dimensional configuration has been discussed in the section above on dune processes. They apparently move downwind according to the relationship discussed above. Figure 5.22b shows that transverse dunes are associated with fairly unidirectional winds; though directional variability can be quite wide before a recognizably transverse form is destroyed (Fryberger 1979; Wasson and Hyde 1983). As the wind regime moves towards greater variability in direction, basic transverse patterns are overlain with network dunes.

The basic form of transverse dunes is the barchanoid-linguoid configuration shown on Fig. 5.1. The explanation for this form must come by analogy with subaqueous ripples and dunes (Allen 1968), for there is no good, empirically verified explanation of it for aeolian dunes. Wilson's (1972a) model for aeolian dunes was based on Allen's ideas. He believed that the linguoid sections of the ridge were swept forward by longitudinal zones of faster flow (the roll-vortices that have been invoked by some authorities to explain linear dunes; see below). Wilson explained the general misalignment of linguoid and successive transverse ridges by a morphodynamic response, in which the roll vortices were displaced sideways as they passed over the brink of the successive dunes (see Cooke et al. 1992), for a fuller explanation of this notion). An alternative model, proposed by Yalin (1977) for subaqueous ripples, invoked spheroidal eddies in the flow. If the analogy with subaqueous dunes is accepted, greater sinuosity should be associated with stronger winds (Allen 1968; Rubin and McCulloch 1990).

The maintenance of the barchanoid-linguoid pattern contains a number of morphodynamic feedbacks (Howard et al. 1977, 1978). First, all parts of the dune must migrate at the same rate, implying constant rates of erosion on slopes at different angles to the horizontal and to the oncoming wind. This must be associated with morphodynamically controlled spatial variations in shear. Second, the height...
of the barchanoid sections (almost always the highest parts) must be controlled by a self-limiting process, for higher dunes mean more divergence, and this means that less sand reaches the crests. Third, the width of the barchanoid element also controls divergence of flow, and thus the height and shape of the dune, although how this morphodynamic process works is obscure. Fourth, the barchanoid curvature and angle to the oncoming wind of the slip face must be delicately adjusted to allow the whole slip face to move forward while maintaining its three-dimensional shape. There are probably also adjustments to the linguoid elements, but little research has been applied to these.

Barchans are the simplest form of transverse dune (Fig. 5.17), consisting only of the barchanoid element (with no linguoid attachments). Isolation on a firm surface accentuates the barchanoid shape, for near-surface wind speeds are higher over the pebbly desert surface on either flank, than over the dune itself, and this helps to sweep the 'arms' of the barchan forward (Bagnold 1941). Some of the sand arriving from upwind is channelled round the flanks, and leaves from the wings, trailing downwind. The barchan 'core' (Fig. 5.1) is kept partly clear of sand by the interplay of sand in the lee of the slip face (Knoth 1979). Courts may be up to 5 km long on barchans no more than 10 m high. The description of the experimental barchan above (Fig. 5.3) shows that a barchan can 'breathe' if the unavoidable loss of sand from the wings is replaced by sand from upwind. Thus barchans are continuously renewing stores of sand. In a Peruvian barchan field, it was estimated that an average 3 m high barchan gained and lost some 18 m² yr⁻¹, which means that its sand was totally renewed in 64 yr, while the dune had travelled 1.7 km (Lettua and Lettau 1969).

There have been a number of observations of the allometry of barchan form. Wings apparently lengthen relative to the body as a barchan grows (Capot-Rey 1957; Vellequié 1958), width between wings and crest height, as well as windward angle and height, also change (Finkel 1959; Hasted and Saffitz 1967). In a field in which there are many sizes of barchan (as is common) the smaller ones move more quickly than the bigger ones (by equation (5.1)). Most of these small dunes end their lives by colliding with and being absorbed by larger neighbours.

Dunes, as the term is used here, are dunes with no slip face, and are built of fairly fine-grained unimodal sand (Breed and Grow 1979). Most are only 1–2 m high, though some are as high as nearby barchans and transversal dunes. Dome dunes, defined in this way, may not be entirely distinct from barchans and linguoids, and in this sense, Bagnold (1930) found that low, flattish dunes in Arizona and California could have a wide range of grain sizes; in other words, they could be dune dunes or linguoids. The dynamics of dome dunes are very poorly understood.

Barchans were also regarded as transverse dunes that reverse, or as a special case of dome dunes (Bagnold 1941; Tsior 1974; Lancaster 1980), although there is some dispute over the nature of the response to an asymmetrical wind regime.

The most vigorous discussion has been between those who suggest that linear dunes are the product of bimodal wind regimes, and those who hold that 'roll-vortices' may have a part to play in their formation. The 'bimodal' hypothesis has the support of field studies that have monitored processes on linear dunes, these being a major advance in the recent past. Both Livingstone (1986, 1989a, 1993) and Tsior (1978, 1983a) worked on active linear dunes that were responding morphodynamically to bimodal wind regimes, and strongly argued for the bimodal hypothesis, although they differed over the exact mechanism of near-surface wind-flow modification (Fig. 5.5). In the light of the work of the linear dune migration laterally in response to bimodal wind regimes, but that net sand transport was along the dune. In the Namib, lateral migration was around 15 m back and forth per year (Livingstone 1989a) and subsequent surveys confirmed a highly active crest on a relatively stable plain (Fig. 5.25; Livingstone 1993). The downwind tips of the Namib dunes were found to be advancing at up to 1.8 m yr⁻¹ (Ward 1989).

Based on his work in Sinai, Tsior (1983a) argued that the intrusion of the dune into the boundary layer affected both speed and direction of the flow over the dune, and that the lee-side separation bubble was created, just as with a transverse dune, but because flow in a bimodal regime was oblique to the crest, the reverse flow on lee slope had a strong along-dune element. Tsior also found that in the lee of dunes, wind was accelerated above the velocity of the oncoming wind, causing erosion on some lee-slope elements. Where the dune bent round, this lee wind was decelerated, and this caused deposition in some places, giving rise to a succession of individual and hills (Fig. 5.5a). Fluctuating seasonal winds caused erosion and deposition in different areas, and in general moved the hills and dunes along the dune. In general also, the accelerated flow carried sand rapidly along the dune, extending it downwind by many metres per year.

In the Namib, Livingstone (1986) showed that the lee-side acceleration which Tsior saw as so crucial could not control the entire lee slope of large linear dunes. Livingstone argued that the pattern of wind...
Fig. 5.26 Patterns of advance of linear dunes in (a) an obtuse bimodal wind regime, and (b) an acute bimodal regime. Resultants, marked with double arrows, represent the dune extension in one annual cycle (after Livingstone 1956). Velocity, used as a surrogate for surface shear stress, which followed the pattern of flow over transverse dunes (explained above), was sufficient explanation for the maintenance of the dune's form. He also argued that the angle between the modes of the wind regime might, in part, control the rate of advance and the height of the dune. In acute bimodal regimes, as in Sinai, the throughput of sand along the dune would be rapid and low dunes would be formed, while in obtuse regimes, as in the Namib, elongation would be slower and sand would pile up and form higher dunes (Fig. 5.26). The Namib dunes, which are 50-150 m high, do indeed exist in an obtuse bimodal complex regime (cf. Fig. 5.23), whereas the Sinai dunes, which are low, exist in a narrow bimodal regime (Tsao 1983a).

The 'roll-vortex' hypothesis for linear dune formation (Fig. 5.27), which might also explain regularity of spacing, relies linear dune to helical or roll-vortices created in the atmospheric boundary layer. Bagnold (1953) based his version of this hypothesis on laboratory experiments by Brunt (1937) and argued that intense thermal convection in a desert combined with a strong geostrophic wind would create paired roll-vortices which might sweep sand into linear dunes. Despite a very limited basis of empirical findings, the roll-vortex theory continues to find supporters. For instance, Corbett (1993) argued that trains of barchans in the southern Namib were controlled by roll-vortices and could be viewed as proto-linear ridges. Tse (1993) also argued quite forcefully, largely on the basis of observation of roll-vortices outside dune fields or in wind tunnels, that roll-vortices could indeed be responsible for linear dune formation. His most compelling field evidence came from tethered kites, which appeared to show that winds blew in opposite directions on opposite flanks of the dunes (Fig. 5.28; Tse 1990). Tse interpreted this evidence as proof of the roll-vortex theory, although a similar flow pattern might be explained by invoking separation bubbles as Tsear.
Another area of recent contention has been the distinction between sharp-crested, sinuous, unvegetated linear dunes, often termed 'selfs', and convex-crested, straight, vegetated linear dunes, sometimes termed 'sand ridges'. Tsoar (1983) and Tsoar and Meller (1986) argued that these were dynamically distinct types, the former developing in convex-crested, Tsoar and arc remnants of sharp-crested dunes. degraded amount of vegetation. The vegetation on the sand ridge cuts the supply of sand to the crest from the It associated wind regimes where net (or resultant or overall) sand transport rates are low. Dune networks systems, each aligned to a different wind in a complex givens an almost infinite framework of network dune formation, in which the car and other authors, and Hunter et al. (1983) argued that it represented a morphogenetic type lying between transverse and linear. Some of the confusion about the term results from a lack of precision in its use (Cooke et al. 1991). The term 'oblique' may refer simply to a condition in which sand is transported obliquely across the crest of a dune, but it may also refer to a situation where the entire dune is moving laterally. Sometimes dunes are termed oblique simply because they are asymmetric (in which case most linear dunes are oblique) or because their inferred internal structure is asymmetrical. The most unambiguous use of the term oblique is when it refers to dunes where crest alignment is neither normal (75°–90°) nor parallel (0°–15°) to the calculated resultant sand transport direction (Hunter et al. 1983). However, even here, there are major
practical problems associated with data about the local wind regime, and with the dune's relations to the current wind regime.

Because of the diversion of flow by the dune, dunes in bimodal regimes of very unequal energy may develop a primary form related to the dominant mode but have some sand transport associated with the secondary mode (Rubin and Reda 1990). Thus some transverse dunes exhibit some crest-parallel sand transport and some linear dunes display some lateral movement (Rubin and Hunter 1985; Heap et al. 1989; Rubin 1990; Nanson et al. 1992).

**Anchored dunes**

Anchored dunes accumulate in various positions around fixed obstacles, such as hills or bushes (Fig. 5.31). They are associated with patterns of flow separation and acceleration around the obstacle. All types of anchored dunes, with obvious exceptions, occur almost regardless of the size of obstacle, whether it is a major hill massif or a small bush.

As with flow towards a free dune, described above, wind approaching a fixed obstacle is modified. The deposition rate has been found to be a function of the Froude number \( F_r = u/(gh)^{1/2} \), where \( h \) is the height of the obstacle (versen 1983, 1986a). The volumetric concentration of sand in the wind and the wind regime are other factors (anchored dunes do not survive great changes in wind direction, so that large ones cannot accumulate where the regime is very variable in direction) (Howard 1985).

Wind-tunnel studies have helped to explain something of the patterns of deposition. If the upwind slope of the obstacle is less than about 30° and sand is transported up and over it, then sand is trapped in a sand ramp or climbing dune. These dunes grow to an equilibrium shape after which sand is transported up and over them (Tsoar 1983b). When the upwind slope is greater than about 50°, an echo dune is formed, detached from the scarp by an upwind distance of about three times its height. Flow separates at the base of the scarp, and the reverse flow within the separation bubble prevents deposition. The equilibrium height of echo dunes appears to be 0.3-0.4 times the height of the obstacle (Howard 1985).

Just beyond the crest of a scarp there is a zone of slightly reduced wind velocity where cliff-top dunes may accumulate, both in deserts and on coasts (Carter and Wilson 1993; Marsh and Marsh 1987). Flow is accelerated round the flanks of obstacles that are narrow across the wind, sweeping sand to zones further out, where it may form flank dunes.

Near the lee of wide obstacles, where there is calm air, falling dunes may lie up against the lee slope. Where the obstacle is narrower, and flow takes sand round the flanks, lee dunes may extend some distance downwind (Fig. 5.32). The simplest lee dune is a single ridge extending downwind of a narrow obstruction, best developed in unimodal wind regimes. More complex patterns include two parallel ridges extending from either side of wider obstructions. Although lee dunes have attracted research because of their occurrence round craters on Mars, they are still the least well understood of anchored dunes (Greeley and Iversen 1985). Beyond their obvious association with patterns of turbulence in the lee, themselves related to the height, width and shape of the obstacle and the character of the approaching flow, there is still a lot to be learnt.

**Plants as anchors**

Plants are a distinct type of anchor or focus for the development of dunes, because of the permeability of plant structure, and because of the interaction between plant and dune growth. Dunes in which plants are merely anchors need to be distinguished
from those in which vegetation has had widespread effects, as in blowouts and parabolic dunes. This latter category is discussed separately.

The most widespread type of dune anchored to plants can be termed "vegetated sand mounds", otherwise "nabkha" (or nabkha), shrub dunes, copice dunes or hummock dunes. Vegetated sand mounds, as the term is used here, describes a range of features from isolated single mounds to extensive vegetated ridges, although where these occur on coasts, and are subject to a distinctive interaction between beach and aeolian processes, they are given separate treatment later in this chapter. The distinction between sand mounds formed by aeolian and non-aeolian processes can never be exact, since many, if not most, mounds are produced by combinations of processes, in varying mixtures. These other processes include rainwash, ravel erosion, animals or even seismic activity (Cook et al. 1993). Vegetated sand mounds are very common indeed; they cover huge parts of semi-arid areas, occur universally in valley floors in very arid areas, and are found on most coasts. Even in the interiors of some quite humid and cold parts of the world, like Iceland (Wilson 1988, 1989), Scotland (Ballantyne and Whittington 1987), and Colorado (Thorn and Darmody 1980), some aeolian activity occurs. Vegetated sand dunes or mountain environments, creating dunes in association with the sparse, low-growing vegetation.

The development of vegetated sand mounds is an interactive process. First, there is the trapping of sand by the bush or clump of grass (see obstacle); second, there is the growth of the parent plant in the favourable environment created by the accumulating sand; and, third, there is the colonization of the mound by plants that become attached to the mounds by an initial contact of the root system with the surface of the new mound. As the new mound grows, the plant roots penetrate the surface and start to build up the structure of the mound.

Blowouts (Fig. 5.33) are largely deflational, but, unlike yardangs and pans, blowouts are eroded into loose sand, albeit bound to an extent by plant roots. They are bare hollows in otherwise vegetated dunes, and are very common indeed on coasts and in stabilized dune fields on the desert margins. Typical blowouts on Dutch coastal dunes are between about 10 m and 30 m long, with rare ones reaching 100 m (Jungersen 1989). The shape of the mound is a good indicator of the direction of the prevailing wind. Blowouts develop from patches of sand, which are laid bare by processes, including disturbance by animals and people, localized activity in dry spells, or extreme high winds. In some coastal dunes blowouts may be a symptom of a negative sand balance, where the dune is no longer being supplied from the beach, and is gradually degrading. The higher parts of a vegetated dune landscape are more vulnerable to desiccation and disturbance, and are hence the most common loci of blowouts. Most bare patches regenerate naturally and quickly; only a few become blowouts, and of these an even smaller number become large. In a period of nine years, about half a population of Dutch blowouts disappeared (Jungersen and van der Meulen 1989).

When sand is laid bare, the roughness height, $h$ (Chapter 2), decreases and allows greater surface drag and sediment entrainment. Erosion may lower the surface sufficiently to permit a further increase in wind speed by a funneling effect, and this in turn may increase the rate of erosion (Nordstrom et al. 1986). In theory, erosion proceeds until the blowout is so wide that funnelling is less pronounced, at which point the blowout could be said to be in "equilibrium". A part of this negative feedback may be that sand cannot be carried up the steepening slopes. There may then be "spontaneous" stabilization and eventual vegetation. Erosion may also be halted if a hard or wet base is uncovered by erosion (Fig. 5.33).

Active blowouts export sand and most of this falls among plants and cannot be easily re-entrained (Rutin 1983). Most is deposited as a thin downward "planar", but if the erosion is severe, a dune may form on the downwind side and advance over nearby vegetation, enlarging the area of bare sand, a process that may eventually lead to the formation of a parabolic dune (below). In temperate coastal dune landscapes, as much sediment is moved by water in blowouts as by wind (Jungersen and van der Meulen 1989). These processes include rainwash, rilling and soil erosion (Rutin 1983), sometimes stimulated by the water-repellent qualities of dune soils (Witter et al. 1991).

Parabolic dunes (or "hairpin" dunes) are dunes with U- or V-shaped plan forms, in which the arms point upwind (Fig. 5.34). They are characteristic of the vegetated margins of deserts, as in the Thar Desert of India, where they cover extensive areas and where they may reach tens of metres high (Waston et al. 1983), the Jaffurah Sand Sea in eastern Saudi Arabia (Anton and Vincent 1986), the Kalahari (Eriksson et al. 1989) and Arizona (Haeck 1941). They also occur in vegetated cold-climate dunes, as in Canada and the central United States (Filion and Mortensen 1983), Kolpin 1985) and characterize many stabilized dune areas, where they are not active, as in Poland (Fig. 8.9). They are also very common in coastal locations. Pye (1993b) subdivided them on the basis of their length:width ratio. Parabolic dunes with length:width ratios less than 0.4 were "humate"; those between 0.4 and 1.0 were "hemicyclic"; those between 1.0 and 3.0 were "lobate"; and those greater than 3.0 were "elongate".

It is widely believed that parabolic dunes develop from blowouts. The dune grows in size as it feeds on sand from the erosion of underlying sediments, but eventually the supply of sand may decrease as a firm base is exposed in the hollow, and this and its size and movement in dunes is explained above. The few measurements that have been made of the movement of the apex show a wide range of velocities.
Heavily vegetated parabolic dunes in northern Australia appear to move at only 0.05 m yr⁻¹ (Joye 1982), and Cooper's (1958) and Pye's (1982) direct measurements and McKee's (1979b) review also showed most to be slowly migrating at about 1 m yr⁻¹, but Hesp et al. (1988) measured maximum rates of 3 m yr⁻¹ in coastal Cape Province, South Africa.

The role of vegetation in parabolic dune formation is said to be in protecting the less-mobile areas against wind action, and so allowing the central part to advance downwind. The association with vegetation is clear in most cases, the shape of the dune depending on the type of vegetation, be it grasses or trees, among which it develops (Fisher and Marken 1983). High wind velocities, as on the coast, and in late glacial times, may be necessary to overcome the resistance offered by vegetation. It is not always easy to relate dimensions to wind patterns (Kolm 1985), but in some cases it has been shown that higher winds generate more elongated dunes (Gaylord and Dawson 1987). Parabolic dunes may require a wind regime above a certain threshold of constancy, such as one with sea-breezes (Robertson-Rintoul 1990). In Wyoming, parabolic dunes are best developed in the divides between mountain ranges where wind directions are constant (Kolm 1985). Parabolic dunes may be a symptom of restricted sand supply, for where there are large supplies of sand in lightly vegetated landscapes, vegetated parabolic dunes give way to mobile dunes (McKee 1966).

In most parabolic dunes, there are signs of the migration of a series of dunes down the same path, building up a series of concentric, 'nested' dunes (Fig. 8.9). These testify to alternating periods of activity and inactivity. The explanation of the extraordinarily large area of vegetated parabolic dunes in the Thar may lie in its unique post-glacial climatic history (Chapter 8). Blowouts (and to a lesser extent parabolic dunes) are usually formed on a framework of larger dunes that has been stabilized by vegetation, after either a change in climate (as on many desert margins) or a decrease in sand supply (as in coastal situations). The formation of these secondary types of dune is also often accompanied by degradation of slopes by water erosion (Chapter 8), and these two forms of disruption, especially if interrupted by renewed dune formation in small pockets (say in drier climatic phases) and yet further phases of degradation, create at first very chaotic dune topography and later very subdued relief. The process can be described as one of increasing 'dune entropy' (Warren 1988b). Complex climatic (or land-use) histories are not at all unusual, and probably explain chaotic and subdued dune topography in many desert-margin and coastal situations. Examples include the calcareous, sandy 'mashair' of the Hebrides and nearby coasts of Scotland (Angus and Elliott 1992; Carter and Wilson 1993) and the wide sandy sheets of parts of northern Australia (Mabbutt 1986).

**Coastal dunes**

'Coastal dune' is not an entirely satisfactory category. In one sense the coast can be regarded merely as a supply of sand where there is little vegetation; this view is often difficult to challenge. Where, as in coastal Sinai, sand blows off a beach and into a hyper-arid desert, the dunes adopt common patterns of free desert, and so become a symptom of restricted sand supply, for where there are large supplies of sand in lightly vegetated landscapes, vegetated parabolic dunes give way to mobile dunes (McKee 1966).

In most parabolic dunes, there are signs of the migration of a series of dunes down the same path, building up a series of concentric, 'nested' dunes (Fig. 8.9). These testify to alternating periods of activity and inactivity. The explanation of the extraordinarily large area of vegetated parabolic dunes in the Thar may lie in its unique post-glacial climatic history (Chapter 8). Blowouts (and to a lesser extent parabolic dunes) are usually formed on a framework of larger dunes that has been stabilized by vegetation, after either a change in climate (as on many desert margins) or a decrease in sand supply (as in coastal situations). The formation of these secondary types of dune is also often accompanied by degradation of slopes by water erosion (Chapter 8), and these two forms of disruption, especially if interrupted by renewed dune formation in small pockets (say in drier climatic phases) and yet further phases of degradation, create at first very chaotic dune topography and later very subdued relief. The process can be described as one of increasing 'dune entropy' (Warren 1988b). Complex climatic (or land-use) histories are not at all unusual, and probably explain chaotic and subdued dune topography in many desert-margin and coastal situations. Examples include the calcareous, sandy 'mashair' of the Hebrides and nearby coasts of Scotland (Angus and Elliott 1992; Carter and Wilson 1993) and the wide sandy sheets of parts of northern Australia (Mabbutt 1986).

**Coastal dunes**

Coastal dune landscapes are the result of an intimate and complex mix of aeolian processes with structural geology, and marine, estuarine, fluvial, slope, pedological, ecological and cultural processes. The broad sequence of causality is from the landscape setting, through marine and estuarine sediment supply processes, to aeolian and ecological processes, and finally to the pedological, slope and sometimes the fluvial processes that modify the dunes, once created. Real coastal dunes experience many interchanges, reversals and reorganizations in this sequence.

Coastal dune formation has been very considerably complicated in most cases by geologically very recent and quite rapid change in the conditions under which they form. These come from two directions. First are those connected with climatic and sea-level change. Second are those connected with interference by people. The first is discussed in Chapter 8; the second in Chapter 9.

Most coastal dune fields are found on gently shelving coastal platforms. These are created by coastal erosion, by tectonic subsidence or when rising sea levels encourage lowering of areas previously eroded by fluvial erosion. It is the bays on a coast that normally accumulate dunes. There are cases where sand is raised up clifs from the beach and where dunes are found on top of the cliffs, but cliff-top dunes are confined to environments with strong winds and cliffs with slope angles that allow sand transport (Jennings 1996; Teyr and Blumberg 1991; Jackson and Nevin 1992).

Within embayments, coastal dunes are most commonly found on marine sedimentary platforms, particularly on bars and spits. Slightly falling sea levels in the later Holocene stranded many of these dunes, preparing them as platforms for coastal dune development. Dunes may vary in character according to whether they overlie a gravel beach or spit or a series of sandy bars (Carter and Wilson 1993).

**Sand supply to the beach–dune system**

Given a suitable site, the extent and character of the dunes depends next on the rate of supply of sand and the rhythm of supply. In turn these are determined by two factors: the existence of a source of sediment, and of longshore or onshore drift strong enough to carry it. Sources of sand are various. Some of the largest coastal dune systems are linked to large rivers. Thus the coastal dune fields of northern Sinai and the Negev in Israel are derived ultimately from the mouth of the Nile (Issar et al. 1988); the Dutch dunes derive much of their sand from the mouth of the Rhine; those in the huge dune fields of Aquitaine in southwestern France from the Gironde; those of
Lanugedoc from the Rhône; those of the Coto Doñana in southern Spain from the Guadalquivir (Klijn 1980); and the extensive dunes in Oregon largely from the Columbia River.

Another, though less prolific, source of sand in coastal dune systems is coastal erosion, which undoubtedly supplies most of the sand in the dunes of northern East Anglia in eastern England. The sand on these coasts can be traced ultimately to the erosion of the soft cliffs in glacial drift on the coast of Yorkshire from which it is taken down the Lincolnshire coast and across the Wash to East Anglia (East Anglian Coastal Research Programme 1977). Offshore supplies may also supply sand to coastal dunes in some parts of the world, but only on coasts where there are wide, relatively shallow, continental shelves. During the last glacial period these shelves were exposed by lower sea levels and accumulated fluvial and in places glacio-fluvial sands, which became the source for some of the sand on neighbouring coasts.

The western and southern coasts of the North Sea and the Baltic have more dunes supplied in this way than the steeper coasts of the Mediterranean (Klijn 1990). It is not uncommon for sand to be blown off a beach and work its way through a coastal dune system, only to end up in an estuary; the estuary 'pumps' the sand back to the beach, and the system is in a state of near-constant renewal (Carter and Wilson 1993).

Given a source of sand, the rate at which it is carried by littoral drift to the parent beach depends on the wind environment (strength and directionality), which determines the strength of littoral drift, and on competition from other 'sediment sinks' such as offshore marine canyons and sand banks. Beaches that are aligned obliquely to the waves with the greatest power are those with the strongest littoral drift. The direction of greatest wave power is a function of the annual wind pattern and of the distance or fetch over which it blows. Thus in East Anglia in eastern England, waves coming from the north have the greatest fetch, and littoral drift is therefore southerly, carrying sand derived from erosion on northerly cliffs to the south. In Oregon, the main drift is southerly from the mouth of the Columbia, driven by storm waves coming south-east across the North Pacific Ocean.

**Beach-dune interaction**

Beaches and their foredunes are strongly coupled systems, with very active feedbacks between, which are good examples of the morphodynamic systems mentioned above (Sherman and Bauer 1993). Dunes are usually an integral part of the total pattern of littoral drift. They act as buffers or stores of sand, which feed the beach at times when it is starved of sediment and absorb sand when it is being supplied at rates greater than the beach itself can absorb. Where the prevailing wind is nearly parallel to the coastline and the vegetation is not too vigorous, sand may be actively transported along the coast in the dunes, which take it from one beach and deliver it to another.

Given the rate at which sand is carried to the beach and the rate at which it is removed by coastal processes, it is possible to calculate the rate at which a beach can supply sand to a dune. Table 5.2 gives the rate at which a beach can supply sand to a dune, and the system is regarded as being in 'equilibrium' at the scale of decades (although the nature of the equilibrium might be difficult to establish), it may yet experience net sand budget changes (reflective one.

<table>
<thead>
<tr>
<th>Table 5.2 The Short and Hesp (1982) morphodynamic model of dune–beach interaction as modified by Sherman and Bauer (1993)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dunes</strong></td>
</tr>
<tr>
<td>----------</td>
</tr>
<tr>
<td><strong>Dune budget</strong></td>
</tr>
<tr>
<td>Positive</td>
</tr>
<tr>
<td>Positive</td>
</tr>
<tr>
<td>Positive</td>
</tr>
<tr>
<td>Negative</td>
</tr>
<tr>
<td>Negative</td>
</tr>
<tr>
<td>Negative</td>
</tr>
<tr>
<td>Negative</td>
</tr>
</tbody>
</table>

At the decadal scale there are further processes that can have a marked influence on dune formation. There may, for example, be phases of dune erosion on one part of the coast that may supply sand to dunes on another, and different stages of dune development can coexist on quite short stretches of coast (Psuty 1992; Carter and Wilson 1993). Coastal changes, either natural, as when river mouths are closed, or artificial, as when sea walls cut off sand movement along the coast or when coastal marshes are reclaimed (altering the tidal prism in an estuary), lead to the replacement of one type of dune formation by another (Carter et al. 1992). There may also be great rhythmic pulses of sand, in dunes and on the beach, that move down the coast at rates of a few hundred metres a year, as on Long Island (Psuty 1999). There may also be cyclic, progressive or irregular changes in off-shore processes, which may redirect currents and cause more or less sand to be delivered to the beach and then to the dunes (Arnson and McCann 1979). The mysterious appearance of the dunes at Studland in Dorset after the seventeenth century or of massive dunes on the Danish coast about 1000 may have been associated with some such change (Diver 1933; Skarregaard 1989).

At the micro-scale, there are three primary controls on the rate at which a beach can supply sand to a dune: grain size, beach width and beach slope. However, these controls are difficult to understand. The usual seaward transport equations, discussed in Chapter 2, are of limited application, for there are slope effects (of many kinds), the effects of a
developing boundary layer as the wind blows off a
rougher beach onto a smoother beach (or vice versa),
and very variable moisture levels. There are also
dynamically complicated, as wind erosion or
deposition smoothens the pre-existing profile that had
been created by marine processes (Sherman and
Bauer 1993).
At one time it was thought that rainfall, which in
north-western Europe comes mostly in winter, would
inhibit aeolian sand movement. This is probably true
for very heavy rain, which saturates the surface and
inhibits all movement (Arens 1980). Winter rainfall of
about 1570 mm on the Oregon coast has also been
down to reduce seasonal sand transport to 36 per
cent of its potential (Hunter et al. 1983) and in
northern Sinai, with a winter rainfall of only about
97 mm, the reduction is 14 per cent (Tozer 1974).
However, experiments have now shown that driving
rain far from suppressing sand movement on a beach,
may actually enhance it by splashing up grains into
the path of the wind (Sorice 1988).
Most sand is moved from the beach to the dune in
medium to high winds (Chapter 2), so that it is the
distribution of these winds rather than of lighter
winds that is important. In Europe, strong winds goes
some way to explaining the development of the
distribution of dunes (Fig. 5.35), though there are
numerous exceptions. It may be that beaches aligned
obliquely to prevailing strong winds experience the
highest rates of aeolian sand movement, for it has
been found that winds blowing directly offshore carry
far less sand than those blowing along the beach
(Arens 1994).
Sea-breezes play an important role in many coastal
dune fields. These can be strong even on temperate
coasts (Hunter and Richmond 1984), but they are
strongest and most regular in warmer climates,
especially in summer, when land-sea temperature
contrasts are greatest (Flinn 1969). On the coast of
Ireland, for example, they occur on 80 per cent of
summer days (Halevy and Steinberger 1974). Though
sea-breezes can be felt as far inland as 300 km, most
are confined to a much narrower coastal zone
(Heinemann and Rut 1988), so that sand transport
potential declines inland and dunes move less quickly.
This may explain the way in which many coastal
dunefields are confined to a narrow zone only a few
kilometres wide. The contrast between the smoothness
of the sea and the roughness of the land means
that the breeze over the dunes may be deflected by up
to 35° from its angle of incidence at the coast, to
the left in the northern hemisphere and to the right in
the

The 'cliffing' of dunes by storm waves, discussed
below, is a further interactive beach-dune process at
the micro-scale. In the Alexandria dune system on the
eastern South African coast, it was estimated that 12
per cent of the sand delivered to the dunes from the
beach each year is returned to the beach by 'cliffing'
(Heinemann and Rut 1988); the figure is probably
very different in other conditions.
Dunes on strongly prograding beaches in the
Netherlands can receive up to 25 m (m-wide) yr⁻¹
of sand over stretches of the order of a kilometre,
and up to 75 m (m-wide) yr⁻¹ for shorter stretches
(Arens and Wiersma 1994). Arens and Wiersma
developed a classification of coastal dunes that
depend on the sediment budget (its strength,
either positive or negative) and the amount of
interference they experienced.

Ecological and pedological processes
An understanding of the ecological controls and
biology of the plants that grow on coastal dunes is
important to understanding the dunes themselves. A
small, select set of higher plants can withstand the
high salinity and the ephemeral seed beds of the upper
shore, where they may be subject to high rates of
burial by sand. The first plants to colonize are very
hardy, r-selected species that trap sand during their
short life-spans and allow the colonization of more
vigorous though less-hardy species that are able to
trap more sand.

The most widespread and important of plants in
this second group, and probably the single most
important plant in dune formation, is the grass
Anmmophila arenaria (marram), about whose practical
ecology there is now a vast literature, because of its
role as the biological mainstay of coastal protection
(Chapter 9). In other parts of the world there are
indigenous plants that fill the marram niche, but
marram has been introduced very widely indeed as a
dune management tool. It is accompanied by a small
group of other plants, but they play very minor roles
in dune formation. Other dune species, such as
Hypoxis rhamnoides (sea buckthorn), can with-
stand even greater rates of burial, but are not as well
suited to growth on the foredune.

Marram disperses primarily by water-borne rhizo-
zone fragments, and is hence generally restricted to
the near-shore zone. It grows in clumps that are
especially good at holding sand (Fig. 5.36), and grows

![Fig. 5.35 The distribution of coastal dunes. Frequency of occurrence (%) of winds stronger than force
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best in accumulating sand. The reasons why this should be so are not well understood, but it has been observed that new marram roots are unusually vigorous and rapidly replace old ones as they die off (Willis 1989), and that, like its relative in north-eastern North America (Ammophila breviligulata), it has greater vegetative growth when being buried in sand (Seliskar 1994). A. breviligulata, however, seems to produce smaller foresdunes, when compared on the same coast to dunes accompanying A. arenaria (Seablom and Wiedemann 1994).

Estimates of the rate of burial that marram can withstand were reviewed by Carter (1988) who found that most of the quoted rate (1 m yr\(^{-1}\)) seemed to depend on little experimental evidence. Carter's best estimate was that marram could thrive at burial rates of about 0.25 m yr\(^{-1}\), but that continued growth was possible to about 0.6 m yr\(^{-1}\). However, van der Meulen (1990) reported Dutch studies that estimated only 0.1–0.2 m yr\(^{-1}\) as the tolerable limit. It is probable that the rate is variable, depending on other controls, particularly on nutrients (especially nitrogen), timing of burial in relation to growth periods and water supply. It is probable that Rotsam at the high tide line is a vital source of nutrients for the growth of marram, and there are likely to be many different controls on the amounts and nutrient-content of Rotsam (Gerlich 1992).

On dunes far from the foreshore, where there is less input of sand and increasing stability of the surface, marram (or its equivalents) ceases to thrive, for various reasons, but probably largely because the stability it has itself promoted, for this allows other plants to invade and compete with it. A series of plant communities, often quoted as the classic example of a plant succession (Ranwell 1972), may then follow, ending ultimately in xericophile woodland. Accompanying this plant succession there are changes in the soil, for sandy soils are very permeable and are thus quickly leached of nutrients, especially calcium (which controls acidity and thus the whole gamut of other biological processes) (Saunders 1922). Most dune soils rapidly become podzolized (Wilson 1982). In some Australian coastal dunes, the highly leached, almost white and structureless A, podzol horizon may be 18 m thick (Thompson and Bowman 1984), though it is rarely more than 0.5 m thick in Europe. In New Zealand, the soils on a long series of coastal dune ridges slowly lose phosphorus over many centuries, and thus also lose their ability to support plants (Syers and Walker 1969).

**Primary dune forms**

Pesty (1985) made a useful distinction between 'primary' coastal dunes (whose development was linked directly to coastal processes) and 'secondary' ones, which were coastal only in the sense that the source of their sand was ultimately coastal. Primary coastal dunes include the ephemeral dunes of the back-shore and the main shore-parallel dune ridge. Secondary forms include sand sheets, blowouts and parabolics, which occur in stabilized dunes regardless of the origin of their sand, and are discussed above.
creating cliffs and coastal platforms. Streams can achieve a similar effect by eroding the edges of coastal dunes (Langford 1990).

Another control on the height of foredunes is the balance between aerodynamic roughness and wind speed-up (described above), but these processes are poorly understood. Arens (1994) found that there was a very great increase in speed-up on dunes between 6 and 10 m high, but little between those at 10 and 23 m high. He attributed this to greater deflection and roughness in higher dunes. Deflection of the wind would limit growth by diverting sand from dunes of a certain height. Arens' finding, that much of the sand deposited on foredunes in high winds was out of suspension, further supports this argument, since this would be readily diverted.

Yet another control on the sizes of foredunes is the frequency with which the ridge is destroyed by erosion, for on many coasts the coastal foredune is subject to frequent destruction as surges and storms 'clip' its seaward face (Gerlach 1992). Erosion accompanying hurricanes on the eastern seaboard of the United States, can produce rapid retreat in coastal foredunes of up to 100 m (Sexton and Hays 1992). Where the foredune is massive, as on some Irish coastal dunes, clifftop and cliff-foot landslide and slump-forms (Carter 1990). "Washover" is another process in which wave energy may break through a small or narrow section of dune, and destroy the dune by washing sand onto marram beds or other vegetation.

Most washover sites, like dune cliffs, are merely temporary breaches and are rapidly repaired by new dune growth. As the dunes become isolated from the beach, they are transformed by the erosion of low dunes and parabolic dunes, as described above.

If the supply of sand to coastal dunes is very great (by reason of strong on-shore winds, or of a rapid supply from off-shore or by littoral drift), or where the vegetation has a tenuous hold, as on arid coastlines, the sand may bury the vegetation and begin to form dunes similar to desert dunes. These dunefields are known as 'transgressive'. The commonest forms here are transverse dunes, probably because of the influence of the fairly constant sea-level waves (Bird 1990). Transgressive dunes may also form after very severe disturbance (Chapter 9). There is a range of behaviour between those dunes in which the vegetation is dense enough to prevent almost any erosion, and those in which there is little or no interference of vegetation in the dune-forming process (Short and Hesp 1982).

**Lunettes and clay dunes**

Lunettes are a distinctive dune form associated with the coasts of pans (Chapter 3; Fig. 3.6). Their half-moon shape (from whence their name) is a reflection of the smooth log-spiral ('zeta-form') wave and current-formed shore of the parent pan rather than of any aeolian process. Many, though not all, lunettes are formed of clay-sized particles; a characteristic they share with other clay dunes, also found mostly, but not exclusively, in coastal positions.

Lunettes have been described from many environments (for example, Goudie and Thomas 1986), but have been most thoroughly studied in Australia (Bowler 1983). Bowler described individual cross-sections in which there were sandy and clayey phases, and showed rare round pans where sandy dunes were characteristic, and others where the dunes were more clayey. The sandy dunes behave either as free dunes or as vegetated coastal dunes, depending on local microclimates and disturbance regimes. Clay dunes, whose clay content may be as high as 77 per cent (Bowler 1973), and which often have high salt contents, become rapidly immobilized as the clay aggregates disperse and cohere under the influence of percolating rainfall (Dane-Evans 1983). They also adopt rather different shapes to sandy dunes, with much lower sand angles overall, and generally steeper windward than lee faces. Many clay- and salt-cemented dunes, like those in the Mojave, are divided into yardangs after cementation (Blackwelder 1934) or, because their salt content discourages vegetation, become deeply gulled by run-off.

Smooth crescentic lunettes, for all their striking shape, are probably only a minority among lake-shore dunes in semi-arid areas. Most have much more irregular plan forms (for example, Coque and Jauzein 1967). The question of how clay, which would normally travel in suspension, has come to form dunes was asked many years ago (Coffey 1969), and the answer was quickly discovered, although it has been elaborated since. Clay dunes, it transpired, were created when pellets of aggregated clay travelled by creep or saltation, in other words as if they were sand grains (Skidmore 1986a). Because these pellets cannot travel far beyond before they are disaggregated by mechanical bombardment, they either form a dune close to their source, or are dispersed to form a loose-like sheet (Chapter 4). Clay pellets travelling as sand have also been observed to come from three sources: alluvial deposits, especially shortly after flooding; bare soil surfaces; and saline depressions. This last source is probably the most prolific, and hence the one with which clay dunes are most commonly associated. Clay dunes associated with alluvial plains have been described by Wasson (1983a,b) in the Strzelecki Desert of Australia.

In salt lakes, pellets are created by clay bonding, by salt-cremation, or by algal aggregation. All these processes are encouraged by seasonal wetting and drying (Bowler 1982, 1983). The necessary environment is quite precisely defined. There must be seasonal or tidal flooding. A strong seasonal pattern is helpful, particularly one in which a marked dry season is accompanied by a wind that is strong enough to entrain the pellets and constant enough to carry them in one direction, and is followed by a wet season in which the lake refills, bringing new sediment, and in which the dune is bodily cemented together (Bowler 1968). Clay dunes are therefore the products of semi-arid rather than arid climates. Many clay dunes, however, are clearly the result of multiple phases of formation, and their origin dates well back in the Holocene or late Pleistocene (Bowler 1983; Goudie and Thomas 1986). Bowler has suggested that they are the consequence of particular climatic histories, for example the transition of a wet to a dry climate.

**Conclusion**

This chapter has shown that there have indeed been immense advances in the study of dunes in the last decade or so. They have been due to three main factors: better technology of all sorts, an injection of research funds from several sources, and the willingness of dune geomorphologists to broaden their horizons to meteorology and other related disciplines. Their problems, none the less, are far from solved. They may be closer to understanding some very basic dune processes, as at the toes of transverse dunes, but these discoveries have opened up further horizons of uncertainty. Careful field studies of the basic process on larger, three-dimensional features like linear and star dunes have begun to make advances, but the number of these studies is still very few, and there are major unsolved issues. The perception that primary coastal dunes are complex morphodynamic systems is still quite new, and will undoubtedly open up a great and fruitful series of research questions.

**Further reading**

There is a huge literature on dunes which has been greatly augmented in recent years, notably by the books by Pye and Tsoar (1990) and Lancaster (1995). Review articles on particular dune types were provided for star dunes by Lancaster (1980b) and for linear dunes by Tsoar (1989). Other reviews of desert dune types were provided by Cooke et al. (1993) and Lancaster (1994). The role of vegetation in desert dune development was reviewed by Thomas and Tsoar (1990). There has been a surge in publications about coastal dunes, largely in response to fears about their role in sea-level rise. Recent collections with some excellent review papers include those by Carter et al. (1992b), Bakker et al. (1990), Nordstrom et al. (1990) and Pye (1988).
**CHAPTER 6**

# Sand seas, dune fields and sand sheets

## Terminology and definitions

Few sand dunes exist in isolation. Most dunes, sometimes in very large bodies in which there are dune patterns of notable regularity. These collections of dunes are called *sand seas* or *dune fields*. Sand seas are also called ergs in the northern Sahara, dunes in Libya, *koum* in the Sahara, *kam* and *peksi* in central Asia, and *nafud* (or *nefud*) in Arabia. Other large bodies of aeolian sand, *sand sheets* or *streaks*, have no recognizable dune forms, and are of greater total extent than the accumulations with dunes (Table 6.1). Altogether these accumulations—sand seas, dune fields, sand sheets and streaks—account for about a quarter of desert landscapes. However, few sand seas are continuously covered with aeolian sand for they usually include interdune outcrops of the underlying rock, soil cover, or lacustrine and fluviatile deposits.

Cooke et al. (1993) set the lower size limit for a sand sea at 30,000 km², this being an inflexion point on the distribution curve of sand-sea size given by Wilson (1973), and also being the size of the smallest water body called a ‘sea’. For them, smaller accumulations were dunes (Fig. 6.1).

## Distribution

Wilson (1973) found 58 sand bodies with an area greater than 12,000 km² (Table 6.2). In the northern hemisphere there are major sand seas in the Sahara (Fig. 6.2a), Arabia (Fig. 6.2b), and Asia (Fig. 6.2c). In the southern hemisphere there are large sand seas in Australia (Fig. 6.2d), and southern Africa (Fig. 6.2e), but very much smaller sand bodies on the west coast of South America.

North African sand seas cover over 2.5 x 10⁶ km². Central Asian sand seas cover at least 750,000 km². Australian sand seas are now estimated to cover 3.07 x 10⁶ km² (Wasson et al. 1988), much of it stabilized. Thomas and Shaw (1991) reported that the largest contiguous sand sea, although mostly stabilized, Wilson (1973) showed that the largest active sand sea is Rub’ al Khali in Saudi Arabia covering 560,000 km², rising to 770,000 km² of continuous active sand cover when all the adjoining sand seas (Jafura, Dahana and Nefud) are included. The proportion of each desert covered by aeolian sand varies greatly from 2% in North America to over 50% in Australia (Mabbutt 1977). In the north polar region of Mars there are four sand seas totalling an area of 600,000 km² (Lancaster and Greeley 1990).

## Mechanisms of accumulation

To form, a sand sea or a dune field needs a supply of sand. The sand is usually delivered by the wind from nearby non-aeolian sources; the majority of large sand bodies are close to the deposits of rivers, seas or lakes. Sometimes, however, there is good evidence that sand has travelled great distances in aeolian transport before coming to rest in a sand sea or a dune field (Table 6.3; Fryberger and Albrant 1976). Wilson (1973) also showed that sand could and probably did travel great distances across the Sahara in the wind, suggesting that many of the dune fields there were the result of the aeolian sand paths and therefore in the southern part of the Sahara (those towards the end of the aeolian sand paths and therefore in the southern part of the Sahara) were formed from this far-travelled sand. Fryberger and Albrant (1979) used sand transport equations (Chapter 2) to demonstrate that present-day wind environments had the potential to move ‘geologically significant’ amounts of sand. Sand seas therefore occur either close to their source where significant quantities of sand are injected into the aeolian system or where a climatic gradient or topographic barrier arrests the progress of far-travelled sand.

## Supply controls

The most frequent control on the accumulation of large sand bodies is proximity to a sand supply. Non-aeolian sources may be fluvial, marine or lacustrine, the sand bodies occurring along river banks or the shores of lakes and seas. Sand seas close to their sources include most of the dune fields in North Africa and North America, and the sand seas of the western Sahara and of central Asia. In the Simpson/Sirrellewski sand seas in Australia, aeolian sand is interdigitated with alluvial and lacustrine source material. Here, Wasson et al. (1988) argued that sand was not far-travelled, but had been deflated out of local non-aeolian deposits. In the north-western
Climatic controls

Some sand seas have moved away from their source area or are composed of far-travelled sand. Their location is controlled by zones 'where a sufficient reduction of wind energy exists along the direction of sand drift' (Fryberger and Albrittan 1979: 454). Dunes move or sand is transported as long as there is sufficient available wind energy, and dunes come to a halt and sand is deposited once the wind's ability to carry the sand drops.

For sand to be removed from an area there must be a high resultant sand drift potential as well as a high total sand drift potential (these terms are introduced in Chapter 2). On the other hand, sand generally accumulates where the resultant movement is low. This accumulation may be in regions of low total wind energy, but may also be in areas of high total energy but low resultant energy. It is possible to have a complex, high-energy regime in which total amounts of sand transport are great, but there is no overall, dominating direction of movement. An example is the Grand Erg Oriental near Ghardamis in Libya where a complex, high total energy, low resultant energy wind environment creates star dunes and where sand accumulates (Breed et al. 1979). Another approach that calculates potential sand flux from meteorological records was used by Wilson (1971) to map sand flows across the Sahara. He estimated rates of deflation of sand from different types of desert surface and related these to calculated sand flow rates to provide a map...
which showed source and deposition areas in the Sahara sand seas (Fig. 6.3).

In the sub-tropical deserts, high-energy wind environments are often found in the trade wind belts fringing the sub-tropical anticyclones such as the Arabian peninsula in Saudi Arabia, while the low-energy environments are found near the centre of high-pressure systems and in the equatorial doldrums (Chapter 1). Thus the Sahel zone on the northern margin of the Sahara Desert is an area of low-energy subject to the accumulation of drift from higher-energy Sahara in north-easterly trade winds (Mainguet and Chemin 1983). Coasts are also often high energy environments (Eldridge 1980) so that material is deflected from the coastline of coastal deserts such as the Namib (see below) and Atacama and carried inland to areas of lower wind energy where sand accumulates.

**Topographic controls**

Regional climate patterns are not the only cause of reduced competence of the wind to carry sand, and the development of sand seas is often related to the patterns of regional topography. Wilson (1973) noted that most sand seas lay in topographic basins, and demonstrated where there was a pronounced break-of-slope, but sand seas also often develop close to upland areas. The topographic control of accumulation is therefore either a basin or an obstacle.

Some of the more striking examples of sand seas that have developed in topographic basins include the Simpson/Strzelecki in Australia (Watson et al. 1980), the Erg Isseroune, Algeria (Fig. 6.4; Wilson 1973), and the Taklimakan in China (Zhu Zhenda 1984).

Where sand seas have accumulated close to upland areas, it is often because the upland area extends across the regional trend of sand drift, as for example in the Algerian sand seas where the southeasterly sand flow has brought the sand up against the highlands of Tinievals and Tademait. There sand accumulations occur in much the same way as with the *anchored dunes* described in Chapter 5. Another effect of the intrusion of an upland into a sand stream is to force the flow to diverge and accelerate, so that sand may be rapidly transported over or round the highland area, and accumulation of sand is thus discouraged on the upland itself (Fig. 6.4; Wilson 1975).

**Episodic accumulation**

The temporal pattern of input of sand can very considerably affect the character of a sand sea or dunefield. The input is frequently pulsed rather than continuous, so that many sand seas display complex, multicyclic origins. These episodes of sand input are sometimes a direct response to periods of greater aeolian activity as a result of climate change (Chapter 8), but may also be a more indirect response to the activity of a non-aeolian source. Periodic activity of aeolian sands is well documented in the rock record (Loose 1985; Kocurek 1998).

The Algodones dunefield is one of the most studied of sand bodies and has been shown conclusively to have resulted from an episodic input of sand. The dunefield is elongated, being 75 km long and 8 km wide at its widest point, stretching from the north-west to south-east along the south-east border of Imperial Valley in southern California (Fig. 6.5). Beaches of former Lake Cahuilla are said to be the source of sand (for example, Norris and Norris 1961; McCoy et al. 1967). McCoy et al. (1967) calculated the volume of sand, and estimated that the time required to produce the whole dunefield was 160,000 years. They argued for a single input of sand in the middle Pleistocene. Subsequent work showed, however, that Lake Cahuilla had expanded to the shoreline from which the sand was derived as recently as 750 years ago, and consequently the input was not a unique, one-off event. None the less, supply of sand does seem to have stopped at some time in the past, and Sweet et al. (1988) estimated a maximum age for the dunefield of 37,000 years and a minimum of 750 years. They were also able to calculate an average rate of advance of the dunefield of 13.5 m (1000 yr)^{-1}.

Elsewhere, Blount and Lancaster (1990) reported that sand sources in the Gran Desierto of north-west Mexico included ancient and contemporary fluvial sands from the Colorado River (Fig. 6.6), littoral sands from the Gulf of California and local alluvial sources, and that there had been at least three periods of sand input from these various sources, each producing sands with distinctive textural, mineralogical and spectral characteristics.

**Development and dune patterns**

Because some sand seas are tied to their source while others have moved long distances, the distinction can be made between static and migrating sand seas and dunefields. Migrating sand seas were termed 'sand dunes' by Pye and Tsoar (1990).

Often the centres of sand seas contain greater volumes of sand, expressed as EST (estimated spread out thickness, Chapter 5), than the margins. This can be manifested in a number of ways. In some sand seas, dunes at the margins are smaller and less complex than those at the centre. Examples of sand seas and dunefields where this is the case include White Sands in New Mexico (McKee 1966), the Great Sand Dunes in Colorado (Fryberger et al. 1979), and the Namib Sand Sea (Lancaster 1983a). There may also be sand sheets and dunes rather than differentiated dune forms at the margin (for example, Algodones; Nielsen and Kocurek 1986). Sometimes the thinning of sand at the margins is affected by more widely spaced dunes or wider interdune corridors, as in the Saharan sand seas (Mainguet and Chemin 1983), but in others, such as the Namib (Lancaster...
the smaller dunes are more closely spaced than at the centre of the sand sea even though the total volume of sand is less at the margin. Recent work by Bullard et al. (1995) showed that even in the Kalahari, which is supposed to be dominated by linear dunes, there is in fact a very complex pattern of dune forms.

Great thicknesses of sand are most likely to accumulate at the centre of sand seas with complex wind regimes. High-energy, unimodal and acute bimodal wind regimes, on the other hand, encourage rapid throughput of sand and thin sand cover. It may be that the greater ESTs are in those areas where the local wind regime encourages accumulation while thinner spreads of sand are in areas of rapid throughput of sand. Sand seas commonly have well-defined boundaries. The sharpness of boundary, particularly at their downwind edge, may imply that they are migrating.

Porter (1986, 1987) attempted to develop a general model of dune associations within a sand sea. The model showed small barchanoid or transverse dunes and sand sheets at the downwind and lateral margins, zizbars on the trailing (upwind) edge where slower-moving coarse sands were left, and interiors with large, complex dunes. Although the model may apply to simple sand seas in unidirectional wind regimes, local environmental conditions, particularly of sand supply and wind regime, are generally much more important in determining patterns of dune type (Chapter 5). In addition, Fryberger and Goudie (1981), for example, showed that while linear dunes were the most common dune type in sand seas, great tracts of aeolian sand deposits were undifferentiated sheets (Table 6.1).

One striking regional-scale dune pattern that has caused considerable comment has been the so-called "wheelrings" or "whorls", demonstrated particularly by the linear dunes of the southern African and Australian dune fields (Fig. 6.7), but also to some lesser extent others in the dunes of the Sahara. In both southern Africa and Australia the sand seas are dominated by linear dunes almost to the exclusion of other types, and in both cases the pattern has been taken to indicate an anticyclewise movement of sand, supposedly around the continental anticyclone, although there has been some debate about the timing of the movement and the location of the centre of the anticyclone (Brockfield 1970; Goudie 1970; Lancaster 1981; Thomas and Goudie 1984).

Complex origins: the Namib Sand Sea

The development of most sand seas is controlled by some combination of the three major controls on accumulation (sand supply, climate and topography). The Namib Sand Sea, which covers 34 000 km² on the southwest coast of Africa, is a good example of the interaction of these factors. It is bounded to the south by the perennial Orange River and to the north by the ephemeral Kuiseb River. Its eastern margin is the Great Escarpment of the southern African plateau. The core of the sand sea is dominated by large, widely spaced, complex linear dunes. On the western, coastal margin there are barchan and transverse dunes. On the eastern edge of the sand sea there are star dunes and star dune chains (Fig. 6.8).

There is a good body of wind data for the Namib, particularly for its northern margin (Lancaster et al. 1984). Lancaster (1985a) used it to calculate potential sand movement (using the expression $Q = V^n$; Chapter 2), which gave him patterns of potential sand flow. This demonstrated that the southern and central parts of the sand sea experienced high-energy, unimodal wind regimes, while further inland and to the north, regimes were lower-energy and exhibited greater directional variability (Fig. 6.9).

Lancaster (1985a) therefore postulated that sand moved from higher-energy coastal and southern source areas NNW and NE towards lower-energy northern and central parts of the sand sea. Unimodal, high-energy winds at the coast created the barchan and transverse dunes; bimodal, lower energy regimes in the centre of the sand sea created the large, complex linear dunes; and complex wind regimes at the eastern margin and low-energy wind regimes led to the formation of star dunes.

The northern margin of the Namib sand sea is marked by the Kuiseb River, which runs in a deep canyon for much of its length (Fig. 6.10). This suggests that the northerly progress of the dunes is checked by the canyon from which in-blow sand is flushed by ephemeral floods (although it may also be...
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Fig. 6.7 Map of dune types in the Namib Sand Sea (after Lancaster 1983a).

slowly filling with sand (Goudie 1972). However, the wind data also suggest the increasing importance of northerly and easterly winds in the northern Namib (Harries 1982), so that it may be that there is a climatic control on northward movement of sand as well as the topographic control provided by the Kuiseb. Thus the Namib is associated with its coastal source; the greatest accumulation is at the centre and towards the eastern margin where the wind regime becomes lower in energy and more complex; and there is a topographic limit on its northward progress.

Table 6.1 demonstrates that many accumulations of sand have no differentiated dune forms and slip faces are largely absent. These are ‘sheets’, ‘streaks’ or ‘stringers’. Occasionally, this lack of differentiation characterizes a whole sand body, but more usually the
sand sheet is part of a larger sand sea, and most
usually it is marginal to the dunes which dominate
the central part of the sand sea.

Fryberger and Goudie (1981) showed that these
undifferentiated sand bodies made up 39.46 per cent
of the extent of aeolian depositional deserts. The
largest, the Selima Sand Sheet on the borders of
southern Egypt, Libya and northern Sudan, covers
around 100 000 km² (Breed et al. 1987). Others occur
in the Tenere Desert in Niger (Warren 1971), in Saudi
Arabia (Hohn 1980), and in the southern Namib
Desert (Lancaster 1989a; Corbett 1993). Sand sheets
also occur in cold-climate settings where they are
often known as coversands (Chapter 8).

For the Selima Sand Sheet, Breed et al. (1987)
found a coarse surface layer of sand and gravel which
acted as an armour apparently preventing sand from
being mobilized into dunes. The importance of coarse
sand has also been noted for sand sheets in Arctic
Canada (McKean-Neuman and Gilbert 1986), and
deserts in Australia (Mabbutt 1980), Arabia (Khalaf
et al. 1984; Khalaf 1989) and California (Kocurek and
four further factors which seemed to be conducive to
the formation of smaller sand sheets: an evenly spaced
vegetation cover; a high groundwater table; periodic
or seasonal flooding; and the development of surface
crusts. All of these act to inhibit the development of
dunes and slip faces. It is also possible that some sand
sheets represent the erosional remnants of previous
sand seas (Fryberger et al. 1984).

Conclusion

Careful mapping of sand seas, dunefields and sand
sheets has become possible because of satellite
imagery, and recent work shows that some are close
to the sources of their sand, while others are
composed of sand that has travelled in the wind.
There remain remarkably few studies of whole sand
sheets, and the development and controls of dune
patterns within sand seas is a major area for future
research.

Further reading

Some general discussions of the distribution of sand
seas is to be found in McKee (1994a), and the
chapter by Breed et al. (1979a) maps and describes
the surface features and climatic regimes of eight
major sand seas. Key papers on the development of
sand seas are those by Fryberger and Ahlbrandt
(1979), Porter (1986, 1987) and Wilson (especially
1973). There are also some studies of individual
sand seas of which the best include Wason et al.
(1988) on mapping sand sea attributes in Australia,
Lancaster (1989a) on controls of sand sea formation
in the Namib Desert, and Bullard et al. (1995)
on variation of dune form in the south-western
Kalahari.

Nineteenth-century geologists believed that desert
dune sands were golden yellow, very well rounded,
'millet seed' quartz grains. The curvature did have
some truth, for the vast majority of dune sands are
composed of quartz, as is a high proportion of coarse
dust (including the material that makes up most
loess). This is largely because of the commonness of quartz in
rocks and its chemical stability. It is not soluble in the
Eh and pH environment of most of the terrestrial
surface, has a crystal lattice that is very difficult for
hydrogen ions to penetrate, and is hard enough to
resist rapid weathering down by physical processes.
Other rock-forming minerals are more susceptible to chemic-

Dune sediments

Introduction

Geomorphologists can learn much about dune
processes from dune sediments, and much about
past environments from dune sediments and from
dunes accumulated in loess, in ice-caps and on the
ocean floor. Sadly, little is known about the sedimentary
characteristics of contemporary or recently active
dunes, and most glaringly, although understandably,
there is only a handful of studies of the internal
structure of active dunes. This chapter introduces
some key concepts about aeolian sand deposits, gives
some pointers to the kind of information that they can
give, and provides some sources of further information.
Dune and loess are dealt with in Chapter 4.

Characteristics of aeolian sand grains:
mineralogy, shape, and colour

Nineteenth-century geologists believed that desert
dune sands were golden yellow, very well rounded,
'millet seed' quartz grains. The curvature did have
some truth, for the vast majority of dune sands are
composed of quartz, as is a high proportion of coarse
dust (including the material that makes up most
loess). This is largely because of the commonness of quartz in
rocks and its chemical stability. It is not soluble in the
Eh and pH environment of most of the terrestrial
surface, has a crystal lattice that is very difficult for
hydrogen ions to penetrate, and is hard enough to
resist rapid weathering down by physical processes.
Other rock-forming minerals are more susceptible to chemic-
al weathering and only make up dune sands close to
sources. For example, some coastal dunes, close to
offshore deposits derived from shelly marine fauna,
have high proportions of calcite and aragonite
(calcium carbonate), and some desert dunes, close to
dry lakes in which the salts are deposited, are
composed of gypsum (hydrated calcium sulphate).
Occasionally deposits of volcanic sand act as further
sources of aeolian sand (Edgett and Lancaster 1993).
Silicate minerals other than quartz more readily break
down to clay-sized particles, which, when entrained
by the wind, are carried as fine dust, much of which ends
up very far from its sources in the oceans or in the soils
of humid areas (Chapter 4). Some of these clays are
built into dunes, especially as pan-fringing lunettes
(Chapter 5), but only when they travel in the wind as
aggregates of sand size.

The early caricature of dune sands may have
worked for mineralogy, but it was much less reliable
about the shape of aeolian sand grains. The first
problem in this area is the dangerous ambiguity in
the word 'shape', and here it is useful to adopt Barrett's
(1980) clarification: 'sphericity is overall shape at a
grain scale; roundness is shape at the scale of the edge
of a grain, i.e. the sharpness of edges; and surface
texture is shape at a microscopic scale.

Thinking about the shape of aeolian grains is
based primarily on theoretical models of how they
might be affected by three processes: entrainment,
transport and attrition (though, as we shall see,
theory has not yet begun to approach the complexity
of real aeolian environments). In entrainment, the
dominant effect is said to be the angle through which
a grain must be rotated before it can be moved. A
long, thin particle, if upright, needs to be rotated
before it can be moved. A

Some general discussions of the distribution of sand
seas is to be found in McKee (1994a), and the
chapter by Breed et al. (1979a) maps and describes
the surface features and climatic regimes of eight
major sand seas. Key papers on the development of
sand seas are those by Fryberger and Ahlbrandt
(1979), Porter (1986, 1987) and Wilson (especially
1973). There are also some studies of individual
sand seas of which the best include Wason et al.
(1988) on mapping sand sea attributes in Australia,
Lancaster (1989a) on controls of sand sea formation
in the Namib Desert, and Bullard et al. (1995)
on variation of dune form in the south-western
Kalahari.
while a long grain would have to be dragged along. Irregularly shaped particles (less round or with rougher surface textures) would have more contact points with others than would smooth ones, and so would be harder to dislodge. Theory also suggests that shape affects the value of aerodynamic drag of larger sands (Willets and Rice 1983), but, following Nickling's (1988) study, it appears that shape differences have to be very great—as between the platy, shelly sands and the rounded, quartzose sands in the experiments of Willets and Rice (1983)—before shape has an appreciable effect.

Theory further suggests that there should be important selection processes in transport. This might be determined by the 'rollability' of a grain, as defined by Winkelmolen (1971), although this method of measuring rollability is debatable. In any case, rollability is likely to affect only the coarser grains in the creak. Little work has been done on the theory of how grains behave in saltation or reptation, although a crude prediction might be that more spherical, more rounded and smoother grains would travel more quickly. The theory (and evidence) for attrition in transport is discussed in Chapter 2. The balance of opinion is that grains are made more rounded and spherical in transport (as they collide), so that far-travelled sands should be more rounded, while less is not so rounded because of the lack of grain-to-grain contact in suspension.

The empirical evidence shows a much more complex pattern than theory predicts (Fig. 7.1). Taking sphericity first, the evidence is of two kinds: from experiments and from field observations. As theory predicts, low-sphericity particles do indeed have lower transport rates in experiments (on all other things being equal), especially at high wind speeds. Shelly or shaly grains are less effective at dislodging others, are less effectively maintained in saltation, and have lower, longer saltation trajectories (Willets and Rice 1986). However, Willets et al. (1982) found some complications in their experiments: less spherical sands moved at marginally higher rates than more rounded sands in low shear, but at lower rates in high shear. Thus the empirical evidence suggests that the sphericity of an aeolian sand may depend on the wind environment which deposited it, but that, at a first approximation, more spherical sands do move more quickly, and so would be expected to characterise far-travelled aeolian sands.

Comparisons of natural aeolian sands in the field with their reputed parent non-aeolian sands do not clarify the issue: when aeolian sands are compared to non-aeolian ones, there are cases in which less spherical grains have apparently been selected (Staple et al. 1983), and others in which more spherical grains seem to have been taken (Sheppard and Young 1961). It is probable, following the experimental evidence, that selection depends on the range of shapes available and on ambient wind conditions.

As for roundness, the field evidence does not show that all aeolian sand grains are rounded. A study of 21600 grains from a variety of dune types led Goudie and Watson (1981) to the conclusion that the roundness of desert quartz dune sands has been greatly exaggerated in the past. Most is sub-rounded, and sub-angularity is not uncommon. Smaller grains are more angular than larger grains and position on a dune seems to have little influence on grain shape (Goudie and Watson 1981: 190).

This conclusion confirmed many earlier studies, but all the observations are of sands from a great diversity of aeolian environments, in some of which the grains had probably travelled only a short distance by aeolian transport, and others where they were likely to have been blown about a great deal. Some may have been more rounded than others by non-aeolian processes before they entered aeolian transport. Thus, although they clearly show that roundness is a poor diagnostic of the aeolian environment, they do not resolve the question about whether aeolian transport increases roundness (by whatever process). Moreover, rounding probably occurs more in some aeolian environments than others. Thomas (1987) pointed out that sand grains were likely to be much less rounded on linear dunes, where they were blown about infrequently before being incorporated into a fairly stable deposit, than on transverse dunes which migrated downwind, continually exhuming and reworking the sand.

Finally, there is the surface texture of aeolian sands. When seen under a microscope, most dune sands have a 'frosted' appearance, a feature that appears to be the result of two processes: chemical solution and reprecipitation of silica; and mechanical abrasion (Wilson 1979). Not only do most grains experience both processes, at one time or another, but they are probably also mutually reinforcing, for solution is more effective on newly abraded grain surfaces, and on the small particles that are dislodged in abrasion, and abrasion is more effective on grains that have suffered some solution and reprecipitation (Kinsley and Smalley 1972). The solubility of silica is considerably raised at high pH and pH is generally high in dry environments. Frosting can indeed be produced experimentally by submerging quartz grains to saline solutions (McGee et al. 1988).

Attrition in transport produces characteristic features that can be seen in the electron microscope. 'Upturned plates' in particular are said to be a good diagnostic feature (Kaldi et al. 1974). It may even be possible to relate the spacing of these plates to wind velocity, though the velocity on record would only be the last before deposition, and the technique has only been tested on grains abraded in the laboratory (Weltendorf and Krisnay 1980). Le Ribault (1978) also identified 'crescent-shaped impact features' with sharp edges as diagnostic of wind-transported particles.

The last element of the nineteenth-century caricature of dune sands was their colour. To say that most dune sands are red or deep yellow is not far from the truth, though it is certainly not true to say that all dune sands have these colours. The red colour comes from staining with iron oxide, giving redness of varying intensity (Gardner and Pye 1981). The colour seldom extends through a whole column of sand, being most commonly in the upper layers of a profile. Waans (1981a) reported that the red coating was composed of iron with mixtures of the clay minerals kaolinite, illite and montmorillonite. These pigments attach themselves more readily to quartz, and this is part of the explanation for the commonness of red sands, since quartz is the commonest mineral in dune sands.

There has long been debate about the origin of the iron oxide (Walker 1979), some seeing it as having a source within the grains themselves (Neris 1969) and others believing it to have been added in dust (Bowman 1982). It is likely that it is sometimes endogenous and sometimes exogenous, but considering the widespread existence of desert varnish on rock surfaces (Dorn and Oberlander 1982), now thought to be derived largely from iron in dust, exogenous sources are probably the more important.

Some authorities have claimed that dunes become redder as distance from the source of their sand increases, but this has been disputed with empirical data by Anton and Ince (1986) who argued that transport would abrade a red coating. None the less, in the Namib Sand Sea, sand farther from the source has been relatively stable for longer, so that dune sands of the eastern margin are indeed redder than the transverse dunes of the west coast (Chapter 6; Lancaster 1988a). In this environment, redness has developed once the sand is transported away from its marine or alluvial source, for even if some redness is
knocked off in transport, more accumulate. Others claim that redness increases with the age of the sand, especially if it has been only slightly mobile, although older sands could well also be those furthest from their source.

Weathering to redness requires high Eh (oxidizing) and high pH (alkaline) conditions, both of which are common in aeolian sands. Local concentrations of ions, such as calcium or magnesium, probably accelerate reddening (Gardner and Pye 1981). Where these conditions are satisfied, deep redness may develop within 5000 years, but because of variations in the various controls, the rate of reddening must vary widely from place to place (Pye 1983). Nevertheless, this means that only fairly stable land surfaces can redden thoroughly. The world's reddest dunes are indeed found in sand seas dominated by more stable dune types. This stability may be because levels of activity have dropped and dunes have become relatively less mobile as in the Kalahari and Australian deserts, or because the dynamic nature of the dunes is such that sand is not moved long distances in short times; active transverse dunes are rarely composed of red sands because grains are transported too frequently for iron oxide coatings to develop, whereas the sand on much less mobile linear or star dunes is frequently red.

Although redness is very common, it is not the only colour of dune sands. Pale, buff or even white sands are found in some areas, these being composed mostly of halite, gypsum or calcite, but occasionally even of very fresh quartz. Some dune sands contain variable proportions of dark grains, which are mostly heavy minerals such as magnetite, and some dune sands, especially on coastal dunes, may be darker as a result of the incorporation of organic matter.

Size

The wind is highly size-selective, picking a few sizes of grains in preference to others, and picking them according to controls such as velocity and turbulence. It is comparatively easy, if somewhat laborious, to collect sand samples, and laser granulometers now make analysis much quicker than the older method of sieving. Consequently, there is a surfeit of reports of grain size data. Often, however, these studies have been marred by poor experimental methods, tenuous relationship to theory, and inadequate sampling frameworks, and the results are given for disparate and poorly located samples. Despite these reservations, a very large body of information about grain size variations on dunes is now available.

The underlying principle of grain size analysis is that different geomorphological processes manufacture deposits with different grain size distributions; in other words, each sedimentary environment has its own grain size 'fingerprint'. Udden (1914) and Wentworth (1922) were among the first to note that grain size distributions appeared to be log-normal, although, as Visher (1969) pointed out, no satisfactory explanation has been forwarded for this phenomenon. Krumbein (1938) developed the 'phi scale' to accommodate the log-normal distributions, such that:

\[ \phi = \log d \]

where \( d \) is the grain size in mm. Characteristically, when grain size distribution in \( \phi \) units is plotted on cumulative arithmetic probability paper the distribution approximates a straight line. Mean, median, standard deviation (sorting), skewness and kurtosis, often calculated using formulae from Folk and Ward (1957), are the descriptive statistics most frequently reported for dune sands (Table 7.1). Note that finer samples have higher phi values of mean grain size, and that skew towards coarser grains gives positive values.

It is usual for a combination of different processes to prevail in a sedimentary environment so that most samples represent the mixing of several populations. Mixing is demonstrated by a series of straight lines on a cumulative probability plot, each with its own gradient (Fig. 7.2; Visher 1969). The mixing of grain size populations is most strikingly seen in bimodal distributions in dune sands, about which there is a considerable literature (Taira and Scholle 1979). "Log" deposits are only of the types of aeolian sand that are commonly bimodal. Crocker (1946) reported bimodal sediments in the deflationary corridors between linear dunes in the Simpson Desert, Australia, and Warren (1972) described bimodal zebra sands in the Ténéré Desert. In the Ténéré, it could be hypothesized that larger grains shield the smaller, the two modes being around 0.15 mm (1.5 phi) and 0.25 mm (3.0 phi), while the intermediate grains are removed from and blown downwind to accumulate in dunes. Similar processes may operate on transverse dunes (Vincent 1966) and on linear dunes (Folk and Ward 1971b, and evidence has been found in relic Kalahari Sands (Binda and Hildred 1973).

Objections to the use of grain size to discriminate depositional environments have frequently been voiced. One group of objections has been to the use of log-normal distributions. The argument here is that grain size distributions are not log-normal at all (Friedman 1961), so that in recent years there has been a move in some quarters away from the cumulative frequency plot of log-transformed grain size parameters expressed in phi units towards the use of log-hyperbolic plots (Bagnold 1937; Bagnold and Barndorff-Nielsen 1980; Barndorff-Nielsen et al. 1982; Hartmann and Christiansen 1988) or skew log-Laplace distributions (Fletcher et al. 1984; Hills and Smyth 1987). Log-hyperbolic plots require both grain size and grain frequency scales to be transformed logarithmically. When the transformed data are plotted a hyperbolic curve is produced, and the curve can then be described by using a number of parameters. The skew log-Laplace approach also uses log-log transforms but its supporters claim that it is a simplified method. The relative merits of the approaches have been widely debated, for example by Wyrwoll and Smyth (1985, 1988) and Christiansen and Hildred (1988). Wyrwoll and Smyth (1985) claimed that lognormal transforms were still the most effective tool. Whatever their shortcomings they will remain widely used so as to maintain comparability with existing data.

The second objection is even more radical. Some authorities believe that it is simply not possible to...
discriminate sedimentary environments using grain size distributions, whatever the statistical method for transforming the data (Shepard and Young 1961; Moiola and Weiser 1968; McLaren 1981). McLaren (1981) believed that grain size distributions were controlled more by the nature of the source of the sediment than by the particular mode of transport or the environment of deposition, and his conclusion was that "a grain size distribution cannot, by itself, identify the environment of deposition with any certainty" (McLaren 1981: 623).

Notwithstanding this pessimism, it does appear that aeolian sands do have distinctive characteristics. Size, though not diagnostic, is at least characteristic. Aeolian sands are frequently finer, better sorted, and less positively (coarse) skewed than glacial, fluvial or marine deposits. Goudie (1979) reported data for 291 coastal dune samples to have a greater sorting (coarse) than fluvial and marine sands. Goudie (1979) also found that data aggregated from several Australian sand seas showed only very slight variations in grain size, and Warren (1971) reported data from the desert in Nevada showing that data from coastal dunes showed no change in grain size over most of the dune.

Patterns of grain size

Despite the objections of workers like McLaren, there are still many geomorphologists and sedimentologists who believe that there are recurring patterns of grain size in aeolian environments. Because saltation occurs preferentially to carry grains around 2.0 phi (125 μm) in size, these are removed from source sediments and carried onto dunes. Dune sediments are indeed usually finer than the surrounding interdunes, and sands on crests are generally finer than those lower on windward slopes. Coarse grains are transported down the lee slope by slip-face avalanching, and basal slip-face sands are consequently coarser than crest or mid slip-face sands (Bagnold 1941).

The pattern in which sands on crests are finer than those lower on a dune is especially well-developed on transverse and barchan dunes, where it has been attributed to the transport of coarser material around the dune rather than over it (e.g. Hastenrath 1967; Warren 1976a; Lancaster 1982). But Waton (1986) found a rather less clear pattern on a Saudi Arabian barchan, even though the finest sample was still at the crest. Rather more distinctive was the description of Barn-Joff-Nielson et al. (1982) of the increase in grain size from 208 μm (2.27 phi) at the upwind base to 225 μm (2.15 phi) at the crest of a dune and then a fall in grain size again on the lee slope.

Three different patterns have been described on linear dunes: finer crest, coarser crest and no difference. The no difference pattern is rare, although Sneth and Weissbrod reported that the top of the sand was at the middle of the dune. Kurtosis in karst and kurtosis are not significant enough to be able to distinguish between them. The only tool which does enable distinction between the two slope types seems to be the sorting of the grain population (Sneth and Weissbrod 1983: 723). Buckle (1989) also found that data aggregated from several Australian sand seas showed only very slight variations in grain size, and Warren (1971) reported data from the desert in Nevada showing that data from coastal dunes showed no change in grain size over most of the dune.

Finer-crest linear dunes are typical of the Namib Desert (Watson 1982; Livingstone 1987; Lancaster 1982). Although the range of grain sizes on these linear dunes is small, the crests are composed of sand which is generally finer, better sorted and less coarse-skewed than base sands (Fig. 7.4). Just as with transverse and barchan dunes, the explanation may well be that coarse grains are too heavy to be carried in suspension up the windward slope. By contrast, work in the Kalahari Desert (Thomas 1988) and in the Australian desert (Warren 1989) has suggested that crest sands are coarser although better sorted than the coarse dune and interdune sands. These differences may well be attributable to the nature of source material, for if the source is finer than the preferred size range, then the coarser sand will only be transported upwind. The pattern at the scale of a dune field has sometimes been detected. This is of increased fining, better sorting and increasing skewness with the direction of sand transport. The Namib, for example, is clearly a general south-to-north fining and improvement of sorting, but overlaid on this pattern there is a body of relatively coarse, poorly sorted sand at the coast where marine sediment is being brought onshore to be incorporated into the dunes (Fig. 7.5: Besler 1980; Lancaster and Oliff 1983; Lancaster 1989a). In the south-west Kalahari a pattern of progressively finer, better sorted and less skewed sand in the overall direction of sand transport has also been confirmed (Lancaster 1986). Goudie et al. (1987) fitted a trend surface to grain size data for the Wahiba Sands in Oman, and found a complex pattern, although they believed that there was a tendency for sands to become finer and better sorted with distance away from the source. However, grain size patterns are not always clear. Sharp's (1966) work in the Kelso dune field in California demonstrated that a distinctive size distribution became established after the sand had been transported about 15 km, a relatively short distance when compared to transport across sand seas, and Buckley (1989) suggested that regional variation in the central Australian dune fields was slight.
of dune formation. The information would also provide analogues for sedimentologists studying dunes in the ancient sedimentary record. Regrettably, the logistical problems of cutting through active dunes and of supporting sections in dry sand have proved overwhelming; even walled sand tends to collapse. There are consequently very few published sections showing the internal structure of an entire contemporary, desert dune cross or long-profile, although recent advances in the use of ground-penetrating radar are promising, at present providing information about structures to a depth of about 5 m (Schenk et al. 1993). Notable exceptions are in the systematic work of McKee (1979c) in his study of a range of dune types. Most studies have relied on a few observations near the surface. Often it has been left to sedimentologists, either working on ancient aeolian deposits in the geological record or developing mathematical and software models, to conjecture upon the internal structure of contemporary dunes. Much useful information, summarized by Kocurek (1991), has come from these sources.

Sedimentary structures are the result of distinct sedimentary events. With each sand-moving event a single layer of sand, or lamina, is created, usually only a few millimetres thick. As the wind speed rises beyond the threshold for sand movement it picks up the finest sand grains first, so that each lamina is finest at the top and becomes coarser towards the new top surface.

There are three modes in which aeolian sand is deposited and hence these types of aeolian depositional surface (Bagnold 1941; Hunter 1977a). On ripples or dunes, load grains move by creep alone to rest in sheltered positions such as the lee slopes of ripples or between adjacent grains. Bagnold (1941) termed this mode of deposition accretion and Hunter (1977a) called it tractional. These deposits tend to be packed very closely, and hence form very firm surfaces. The coarsest grains often concentrate at the upper part of ripple lee slopes so that there is clear size grading of the deposits, sometimes so striking that it is called 'pin-stripe' bedding (Fryberger and Shenck 1988). This process has now been modelled by Anderson and Bunas (1993). Accretion or tractional deposits generally characterize the lower slopes or plains in dune landscapes and have low angles (usually less than 15°), but some are also found on the crests of transverse dunes.

Most other aeolian deposition is in the zone of flow separation in the lee of dune crests. Deposition here is due to the rapid decrease of the transporting capacity of the wind was termed sedimentation by Bagnold and gravelfall deposition by Hunter. Gravelfall deposits show rather indistinct lamination and intermediate packing. The third type of deposition is due to the avalanching of slip faces when they are built up to an angle greater than the angle of repose for sand (Chapter 5). These were termed environment deposits by Bagnold; a single lamina of this kind of deposit was called a sandflow cross-stratum by Hunter. These lee-slope processes generally produce high-angle beds with dips around 30°-34° (Chapter 5). Individual sandflow laminae tend to be wedge-shaped, tapering upwards; they are loosely packed, and frequently show coarser grains towards the base of the slip face, because the coarse grains outpace the finer grains in the downslope flow.

As an active transverse dune migrates downslope, sand is eroded from the windward slope and deposited in gravelfall and sandflow deposits on the lee slope. These high-angle deposits facing downslope are called foresets, and this form of stratification is termed cross-bedding (or cross-strata). The majoritv of sand dune deposits consist of this kind of bedding, and indeed these structures are considered a diagnostic feature of dune sands in the sedimentary record (Fig. 7.6). The windward slopes of dunes, especially but not solely of transverse dunes, are usually capped with a thin layer of riper cross-bedding, which is trancional deposits, with characteristics thin, closely packed laminae. These deposits sometimes include ripple-scale cross-bedding.

This ideal pattern can be compared with sections described from field sites. The evidence from a number of sections from contemporary, active dunes was reviewed by McKee (1979c). The review included the results of his own section from a transverse dune at White Sands National Monument, New Mexico (McKee 1966). The diagram (Fig. 7.7) shows the high-angle foresets of the bed of the slip face of the dune and the much lower-angle topset beds with ripple cross-bedding created by rippled migration on the windward slope. McKee (1979c) also reported sections for brahmin, paranthine, dune foresets, and planar, linear and star dunes.

For anything to remain of dunes in the sedimentary record, there must be net deposition. Most dunes move on and are replaced by another one and leave no deposits. Occasionally, however, erosion cuts across the deposits of an earlier dune, and the next one migrates over the eroded remnant of the one before (Fig. 7.8). The surface between the older and newer dune is called a bounding surface. The surface is seldom horizontal, in which case each subsequent dune is forced to climb over the one before. This is known as bedform climbing (Rubin and Hunter 1982). If the angle of climb is great enough, it equals the angle of the dune's windward slope, and entire dunes are then preserved in the sedimentary record. More usual are the bounding surfaces being cut through by new dunes, and some smaller dunes are preserved.

Based on work on dunes in the geological record, several authors have argued that there is a hierarchy of bounding surfaces (Brookfield 1977; Kocurek 1981; Rubin and Hunter 1982), but there has been some debate about the origin and classification of these (Stokes 1988) believed that bounding surfaces represented deflation surfaces whose level was determined by the local water table. His argument was that sand was removed to this level, further removal being inhibited by moisture. Others have argued more recently that these bounding surfaces could be developed by more straightforward processes of dune migration and sediment accumulation.

Based on earlier work, Kocurek (1991) reviewed recent developments, and outlined a three-order hierarchy of bounding surfaces. In this scheme, the bounding surfaces result from different stages of migration, and first-order surfaces are created by the passage of dunes of the same size over each other as described above. Kocurek (1988, 1991) further argued that another type of surface might exist in the sedimentary record, and termed this a super-surface. This is a break in sedimentation brought about when conditions cease to be favourable for dune development.

The internal structure of linear dunes has proved the focus of considerable attention, not least because...
of conflicting views of linear dune development (Chapter 5). The discussion usually begins with Bagnold’s (1941) deduction of internal structure from his understanding of the dynamics of linear dunes, which produced a model of high angle cross beds dipping symmetrically away from the dune crest. McKee and Tibbitts (1964) seemed to confirm Bagnold’s model when they described the pits that they had dug in a dune near Sebha Oasis in southwest Libya. Their dune, which was aligned roughly east-west, was subjected to a diurnally bi-directional wind regime such that winds blew from the south-east in the morning and north-east or north-west in the afternoon. To study the structure, they pumped water from a truck onto the dune. The wetness held the sand together and allowed them to dig pits. They found that all the beds dipped away from the crest, although they believed that the bedding also showed some evidence of lateral shift of the dune towards the north.

Two studies have challenged this rather simplistic model of symmetrical structures. In the first, Tsoar (1982) reported structures which fortuitously became visible in wet sand at the surface of a linear dune after heavy rain and subsequent wind erosion (Fig. 7.9a). Because his study dune meandered (Fig. 5.24a), deposition took place obliquely to the long axis of the dune at an angle of 20°–25°. Tsoar’s description of internal structure therefore included these moderate-angle beds as well as slip-face and toppel beds.

The second challenge comes from those who believe that linear dune structures are not in fact symmetrical as Bagnold deduced, because the dunes often exist in bimodal wind regimes in which the modes are of different magnitude. In these regimes the dunes migrate laterally, albeit at a much slower rate than that at which they extend (Chapter 5). Rubin and Hunter (1985) noted that linear dunes were rarely recognized in the geological record. They hypothesized that linear dunes in asymmetrically bimodal wind regimes produced cross-beds which dipped predominantly in one dip direction, and they reinterpreted the information which McKee and Tibbitts (1964) had gleaned from their pits (Fig. 7.9b). Rubin and Hunter’s belief was that ‘many of the aeolian sandstones that have been attributed to transverse dunes were deposited by dunes that would be called longitudinal or linear dunes in modern deserts’ (Rubin and Hunter 1985: 156).

The internal structures of dune deposits may be further affected by syn- or post-depositional changes brought about by the presence of water, ice, vegetation, roots and burrowing animals or by pressures of overburden or seismic shock. Some of the resulting structures in aeolian sands were described from the White Sands National Monument by McKee et al. (1971).

Although internal structures are rarely simple, a number of studies have reconstructed sand-flow patterns in the past on the premise that the high-angle beds represent former slip-face faces and are therefore foresets dipping in the direction of sand transport. Ahlbrandt and Fryberger (1980) used about 1000 dip angle and direction measurements for beds within known dune morphologies and deep sections in formerly active dunes in the Nebraska Sand Hills to determine past drift directions (Fig. 7.10). Glennie (1970, 1972, 1983, 1985) also used plots of dip angle and direction to distinguish transverse from linear dunes in sandstones, although his interpretation of linear dunes as forming in unimodal parallel wind regimes was subsequently challenged by Steele (1985). Further, in the light of work by Rubin and Hunter (1985, see above), linear dunes should not be relied on invariably to produce symmetrically bimodal dipmeter plots.

**Fig. 7.10 Diagrammatic representation of dip angle and direction.** The circles show compass direction of dip and angle of dip as distance from the centre (outer circle is a dip of 40°). The histograms show the frequency of occurrence of dip angles (after Ahlbrandt and Fryberger 1980).

**Conclusion**

Much of the nineteenth-century curvature of aeolian sands has been overturned by subsequent studies. In recent years, alongside a general increase in the body of information about aeolian sands, two themes have become particularly important. The first, which is not unique to aeolian geomorphology, is the necessity to agree a method for representing the pattern of grain sizes present in a sample. The second concerns the internal structure of dunes. Much of what is known is based on studies of ancient dune sediments, so that links between sediments and processes are often little more than informed conjecture. Sedimentologists studying these ancient deposits rely on contemporary, geomorphological investigations to explain the processes responsible for the bedding patterns. Despite these reservations, much has been discovered about the characteristics of aeolian sand in recent years, both as a consequence of single-dune studies (Chapter 5) and as a result of the endeavours of sedimentologists.
Further reading

There is a plethora of studies of grain size. Livingstone (1987) and Watson (1986) discussed variation on single dunes, while Lancaster’s studies of the Namib (Lancaster 1989a) and south-west Kalahari (Lancaster 1988) covered variations at the scale of a sand sea. Kocurek (1991) reviewed knowledge about the internal structure of desert dunes, and Goldsmith (1985) discussed coastal dunes. Other key papers are those by Hunter (1977a) and Rubin and Hunter (1982). Gardner and Pye (1981) discussed the red colour in dune sands.

CHAPTER B  Palaeoenvironments

Introduction

The Earth’s most imposing aeolian landforms are inherited rather than products of contemporary processes. This chapter discusses these features, concentrating on the types of environment that enabled their development and how they can be dated. Detailed chronologies and the nature of deposits that have lost their surface form and been incorporated into sedimentary rock are mentioned only in passing.

An appraisal of the aeolian inheritance, however, cannot avoid a discussion of the difficulty of distinguishing it from currently active landforms. Although there is no doubt about the great age and present inactivity of many aeolian features, there is a substantial minority where it is not easy to separate inert legacy from actively accruing capital. The contemporaneity of very large dunes, which is discussed below, is an example of this kind of debate. As in many other environments, geomorphologists must always be alert to facile assumptions, either that a feature is the work only of currently active processes, or that it is an inert inheritance.

Loess is a very extensive and distinctive palaeoaeolian deposit, which because of its origin as dust is discussed in Chapter 4.

Windiness, dryness and aeolian sediment movement in the past

Graphic evidence of the intensity of aeolian activity during the Pleistocene is found in carefully dated ice cores from the crest of the Greenland ice-cap (Fig. 8.1). They show that the atmosphere in the Late Glacial Maximum, 18,000 years ago, was 40 times dustier than it is today, but also that there were abrupt alternations, before and since that time, between extremely dusty and relatively dust-free periods, as at the present (Taylor et al. 1993).

At least some of this extraordinary dustiness must have been the result of much greater windiness, if we are to believe models of ice-age climates (on Global Climatic Models, or GCMs), using inferred climatic parameters for that period. In one model, ice-age wind velocities are 24 per cent greater in the northern hemisphere than at present in winter, and 124 per cent greater in summer, in the southern hemisphere they are 17 per cent greater in both seasons (Newell et al. 1981). The escalation of wind action must also have been strongly stimulated by greater aridity, for there is ample evidence that there were also changes in rainfall and evaporation in the Pleistocene (Williams 1994). Even changes in the periodicity of dry and wet spells must have had an effect (Wasson 1984). But although a change in one factor alone (windiness, aridity or variability in aridity), if great enough, could itself have initiated a period of intense sediment movement by wind, it is more likely that complex mixes of smaller changes initiated most of them. A further complication is that the dated field evidence shows that few climate changes affected the whole globe at once in the same way, and that changes in one climatic parameter were seldom in step with others.

Some of the mist is clearing, for there is now good evidence that the major climatic shifts followed the same kinds of ‘Milankovitch’ rhythms that triggered changes in other geomorphological processes. These rhythmic changes are produced by variations in the orbital eccentricity, precession and axial obliquity of the Earth, which combine to vary the overall solar input and its distribution between hemispheres, and thus to produce quasi-regular climate cycles (Fig. 8.2;
A great range of evidence, particularly from deep-sea cores, in which the presence or absence of aeolian sediments is a crucial element, shows that there was a major climate change about 2.4 million years BP, when precession cycles began to dominate, and Earth began to cool. High-frequency, low-amplitude changes dominated from 1.8 to 0.9 million years BP, after which lower-frequency but higher-amplitude changes were much more marked (Williams 1994). Superimposed on these global patterns, interactions of the various rhythms produced different types of change at different times and in different parts of the globe.

At 125,000 years BP and again at 90,000 years BP, for example, the northern hemisphere was evidently warmer in summer and cooler in winter than it is now, because of changes both in the perihelion and the tilt of Earth's axis. This may have strengthened the northern tropical monsoon circulation, and thus, by increasing rainfall in the monsoon zones, could have decreased the movement of dunes and the production of dust from places like the West African Sahel. But, by desiccating the northern continental deserts, as in China, the same set of changes probably increased sand movement and dustiness there (Kutzbach 1989). Changes like these may be part of the explanation of why, in general, the dustiest periods of the Upper Pleistocene in the Pacific did not coincide with the glacial maxima (Leinen 1989), while those in the Atlantic off West Africa did (Hoegh-Grahn and Grahn 1989).

The complexity produced by the Milankovitch rhythms does not exhaust the intricacies of the changes that can be expected from the aeolian record. Quite apart from the climatic interference caused by tectonic uplift (as in the intensification of the Asian monsoons and of the aridity of central Asia and even of the Sahara induced by the uplifting of the Tibetan Plateau), a number of other circumstances had to coincide to allow more sand or dust to blow about at some periods than in others. The most important additional control is through the supply of sandy or dusty sediment, as the record of individual sites shows.

In the south-eastern Mediterranean, dusty and sandy periods are said to have alternated, apparently because wet periods discouraged dust production (and loess formation), but by increasing flow in the Nile, increased the supply of sand to the coast, thus producing an influx of coastal sand dunes (Isar et al. 1989). The controls on loess production are said to be quite different: a few thousand kilometres to the west, in southern Tunisia, where it is believed that loess accumulated in moister rather than drier periods. The hypothesis is that loess accumulation required both intense production of dust-sized sediments, as in the alluvium of frequently flowing rivers, and a vegetation cover dense enough to trap the blowing dust. Because both these conditions need humidity, loess is said to have accumulated in humid periods as in the Upper Pleistocene and even Holocene (Coudé-Gaussen 1987). Further complications may have occurred in cold climates. Recent research in the Taklimakan Desert in China shows that the wind was most active during the glacial maxima, perhaps because of increased snow-covered conditions, but that as sediment was released by glacial meltwaters and as the snow cover declined in the Late Glacial, the wind again began to move large quantities of sediment (Wang Yue and Gong Guanjun 1993). On coasts the controls on sediment supply were different again, for here increased supply of sand was probably the result of the coastal erosion induced by rising sea levels, as the discussion below shows.

During the 'aeolian' periods, whenever they were, dust accumulated in many places. It was absorbed into the ice, as shown above, but, more significantly, it built up as loess, which reaches hundreds of metres thick in parts of China and central Asia (Chapter 4). It also accumulated as sediment in the oceans, with notable thicknesses in the Atlantic, off West Africa (Chapter 4). Furthermore, the windier and drier conditions increased the activity of sand dunes in the present deserts, and extended the sphere of active sand movement, in some cases very considerably. The sudden change detected in the ice core shown in Fig. 8.1 (sometime within as little as a decade) may have allowed the preservation of the details of many of the depositional features. The deposits of aeolian dust and sand afford that there must also have been increased erosion by the wind, though evidence of the timing of the erosion, apart from the sedimentary outcome, is less good.

The aeolian periods in the Late Pleistocene gave us most of our heritage of aeolian landforms, for few earlier landforms have survived. This is probably because most aeolian sediments are vulnerable to erosion either by renewed wind activity, by water (when the climate becomes wetter, for whatever reason), or by waves and fluctuating sea levels, if they are at the coast. Only in basin situations (especially the oceans), where they are protected by water or later deposits, can they survive for long.

Notwithstanding this loss of primary material, the interests of aeolian geomorphologists extend back well beyond the Late Pleistocene in the geological record. The recent periods of extreme aeolian activity were only the climax of a gradual increase since the Miocene, with rapid intensification from the end of the Pliocene (Hovan et al. 1989; Rea 1989). The increase may have been gradual, but, by analogy with the Pleistocene, it was more probably punctuated by smaller-scale fluctuations, of the order of tens of thousands of years, between quieter and more active episodes. Even the Miocene is not the limit of interest, for the wind has been active through most of geological time, though the evidence becomes increasingly weaker down the geological column. It is mostly in the form of sand dunes, now lithified. 'Loessites' (lithified loess) (Edwards 1979) are rarer, and more controversial, mainly because they are difficult to distinguish from other silty rocks. Wind-erosion features become harder and harder to recognize in older and older rocks.

**Discriminating relic from active aeolian features**

Activity and inactivity in dunes

There are two approaches to deciding whether a dune is active. The indirect way is to relate dune activity to climatic indices, in the hope that a map of climatic factors will show a map of active dunes. Goudie (1992) collected information from a number of sources to indicate that when average rainfall exceeded between 100 and 300 mm yr⁻¹, the vegetation cover became too dense for aeolian activity. Cooke et al. (1993: 242) reviewed the climatic
indices of dune activity developed by, for example, Ash and Wason (1983), Lancaster (1988b) and Wason and Naaninga (1986).

Climatic indices are unavoidably imprecise for two reasons, one spatial and one temporal. Spatial imprecision arises from the scarcity of weather stations, which means that the division of active from inactive dunes most necessarily be very imprecise (Dekker and Jungcrs 1990). Temporal imprecision arises from the notorious interannual variability of semi-arid climates. For example, recent climatic records for the south-west Kalahari, where mean annual precipitation is around 150mm and where dunes are partially vegetated, show that there are many runs of years when Lancaster’s (1988b) mobility index either considerably exceeds or falls well short of the threshold for sand movement (Fig. 8.3; Bullard 1994).

A second approach is to look for signs of activity or inactivity on the ground, although this method also has its risks. A surface is undoubtedly ‘active’ if it experiences frequent sand movement, as indicated by the presence of extensive ripples or sand, although the exact extent of rippling that distinguishes active from inactive surfaces needs to be debated. The relationship between an active surface and an active dune is a further problem. One sign of active dunes may be widespread, active slip faces.

Indicators of inactivity, on the other hand, include evidence of fluvial or colluvial activity on dune slopes, weathering and soil formation, and the presence of vegetation. The clearest signs of stabilization are found in the external form of the dunes. Stabilization allows a crust to form, developed from dust that has been trapped on the stable surface, and reinforced by rain splash and by the growth of algae (Barbey and Coste 1976). Decreased infiltration encourages storm runoff and this is concentrated into rills and even gullies, which degrade the dune surface (Bridge and Ross 1983). Sediment is transferred to interdunes, where it is deposited in sandy alluvial fans (Thompson and Bowmar 1984; Yair 1990). Over the years these processes combine to reduce slope angles from the 15°-30° range of the original dunes to a 3°-4° range (Talbot and Williams 1978; Pye 1983), or less (Goudie et al. 1993).

Many dunes have been stabilized so thoroughly, for so long, and in such humid conditions, that deep and thoroughly weathered soils have developed in their surface sediments. Fine particles, derived from dust, are incorporated deep into the surface horizons (Goudie and Thomas 1986; Orme and Tchakerian 1986; Twat and Moller 1986). Iron in minerals may be released by weathering and may stain the upper horizons of sandy soils deep red (Gardner and Pye 1981). If rainfall and temperature are high, even quartz grains may be weathered and split, as in humid tropical stabilized coastal dune sands (Pye 1983). In the early stages of soil formation on stabilized dunes, throughflow is concentrated in columnar zones, between which leaching is much less thorough (Dekker and Rice 1994). Throughflow in the columns translocates first carbonate and then iron, which may be redeposited as pisoliths or thin iron-cemented layers along the bedding planes lower down the profile (Pye 1983).

With further weathering and leaching, deeper, more thoroughly altered soil profiles develop. Depending on the prevailing climate, carbonate, silica or iron dissolved further up the soil profile are redeposited in lower soil horizons, or removed in the drainage water. In humid conditions, especially on tropical coastal dunes, percolation can produce spectacular soil formation. Some bleached, podzolic A1 horizons in eastern Australia are 18 m thick (Thompson and Bowmar 1984). Below the A1, a tough, humus-cemented B horizon or ‘allois’ may accumulate (Bourcart 1928; Simonett 1949; Bowden 1983; Pye 1983). Aloys became a major problem in the reclamation of the Landes in south-western France (Chapter 9). In less humid areas, ferrallitic soil profiles develop on ancient dune sands, reddened down to one or two metres, some with clay-rich B horizons (Daveau 1965; Warren 1968; Gardner 1981; Felix-Henningsen 1984).

When aeolianite (see page 141) is stabilized, it exhibits even clearer evidence of inactivity, for the surface is then exposed to subaerial weathering, and solution of the carbonate produces karst topography, with pipes, karren and caves, as on Bermuda. If inundated, as by waves, these slopes can maintain vertical or even overhanging faces. Exposed surfaces can develop a tough re-cemented patina or crust (Gardner 1983; McKee and Ward 1983; Pye 1983).

Fig. 8.3 Data for a number of stations in the Kalahari showing the natural year by year variability which occurs in the P/PE climate. The graphs plot available moisture against windiness (%W > V) and use an index of mobility developed by Lancaster (1988b). Each point represents data for one year (after Bullard 1994).
Vegetation cover is the third potential indicator of inactivity (and hence of the relic nature of the dune). As with slope and soil observations, there are situations, as in the northern Kalahari (Grove 1969) or the continental dune sands of South America (Tricart 1984), where aeolian sands are today covered by dense woodland, and where therefore they are indubitably relic.

At the drier end of the spectrum of vegetated dunes, it might be thought that vegetation cover, being directly implicated in the control of surface activity by the wind, would be potentially the most sensitive of signs of activity. However, the distinction between the activity or inactivity of a dune in these transitional situations is seldom simple. Slopes may not be very degraded, soils and weathering may not have proceeded very far, and although some authors believe that there may be a fairly precise threshold of vegetation cover above which aeolian activity cannot take place (Ash and Wasson 1983; Wasson and Namings 1986), recent work is showing that this boundary is also not easy to establish (Thomas and Toor 1990; Livingstone and Thomas 1993; Wiggs et al. 1994). There are large areas of transitional situations, semi-arid where vegetation cover is discontinuous and where, because of climatic variability, cover is also very variable from year to year.

The kind of ground cover required by aeolian activity makes it necessary to interpose a class of dune between the extremes of active and relic (Livingstone and Thomas 1993). This is the epizootically active dune, on which sand movement may be at a low or negligible level for long periods (rippled surfaces and avalanche faces are rare or absent), but on which the indicators of lengthy inactivity are also absent. Epizootically active dunes occur in transitional zones, probably equivalent to areas with rainfall in the range of 100–300 mm y−1 in the tropics. In these zones, the carry-over of vegetation from wet to dry years and its slow re-establishment after dry years, means that the dunes do not suddenly flip from being active to being inactive. Only long dry periods, or periods of erratic interannual rains establish full degeneration; only a sustained run of wet years, and low variability re-establish a completely protective vegetation cover. For most of the time these may be enough sand movement to allow some form of dune formation, and the next question, as yet unanswered, is whether recognisable dune patterns can be established in these conditions, or whether full activity in a former, more and windier environment is necessary for the development of anything but minor, chaotic patterns (as described in Chapter 5).

There is a further reason for not taking the simple presence of vegetation to indicate dune inactivity. Significant sand movement on even the most active linear or star dune seldom extends to the lower slopes, which therefore tend to be colonized by vegetation. For instance, Jutson (1934) noticed that the downwind ends of linear dunes in Western Australia were devoid of vegetation, while the more stable upwind ends were colonized. There is no need to invoke any climatic gradient to explain this phenomenon. The relative inactivity of sand on the lower slopes, combined with the moisture-holding capacity of the sand, predisposes the slopes to invasion by vegetation. In this case, sand surface inactivity is the cause of vegetation cover, not an effect of it.

The contemporaneity of large dunes

The very size of the biggest dunes (even in modern deserts) has produced speculation that they may be relics (Besker 1986, 1982; Glennie 1983). One hypothesis is that the very large dunes, as in the Namib and the Erg Oriental were the product of the huge dunes of the Grand Erg Oriental or the Namib, referred to above. The fact that these large dunes have life-spans (as calculated by the method above) that are less than the period allowed to them by the major cycle may indicate either that their size was curtailed by shorter cycles, or that there is some other, perhaps aeodynamic, limit to their size.

Aeolian geomorphology

Recognizing ancient from modern aeolian erosion features, and separating aeolian from non-aeolian erosional features presents yet another set of problems. Large dunes of the central Sahara and elsewhere are undoubtedly ancient, if for the only reason that they could not have formed at present rates of wind erosion in anything but many thousands of years, and even at a much increased rate they would still require millennia to form. Moreover, Holocene and Late Pleistocene deposits between the yardangs point clearly to an ancient origin (Grove 1969; Hagedorn 1968; Malinait 1985). Most smaller dunes are included in more recent deposits, such as those of the Naugam and Holocene dry lakes, indicating their youth (Chapter 3).

The present inactivity of many, if not most, ventifacts is not difficult to establish, for many once active erosional features are now covered by desert varnish (Laity 1987). Many ventifacts are found in ancient periglacial situations, and these too are undoubtedly inactive today. The higher wind speeds of some periods of the Late Pleistocene are thought to have been responsible for many of these features, as explained below. But the argument about the substantial decline in wind speeds of the Holocene is thought to have been responsible for these features, as explained below. But the argument about the substantial change in wind speed and sand movement from the Late Pleistocene to the Holocene (Grove 1969; Malinait 1985) is not a difficult proposition for many workers, and there are other explanations possible, like 'basement fracture trends' (Pence 1968) were explored, they are now generally rejected in favour of an aeolian explanation. 'Giant grooves' in northern Canada, though not unlike megayardangs in their extent and dimensions, are generally thought to be glacial in origin (Smith 1945; Luchcita 1982). Some smaller yardangs are not unlike rocks mantled or the although dunes of Washington, which are now thought to have been formed by a massive sudden flood (Baker 1978), but problems of confusion are small.

Aeolian deposits and erosional features of large dunes

Aeolian deposits and erosional features can be dated either relatively or absolutely. Relative dating here means the dating of a deposit or unit according to its stratigraphic relations with other landforms. Absolute dating means the use of methods, such as radiometric ones, which give ages in years.

Relative dating was all that was available to early geomorphologists. In studying yardangs, for example, by using overlying or underlying lacustrine deposits, for many dunes (and some loesses) obstruct drainage channels and thus create shallow lakes. The method was also used for the yardangs in the central Sahara, the corridors between which were channels at times, and invaded by ancient Lake Chad. Lacustrine deposits contain a host of (and absolutely) datable materials, such as plant and animal remains and human artifacts.

It was the relative dating of adjacent lacustrine deposits that allowed early French geomorphologists to discover that the large dunes of the northwestern Sahara predated the last main glacial period (Bassin et al. 1969), and permitted McClure (1976), to separate the dunes of the Rub' al Khali into ones that dated from before the Holocene wet period and others that dated from the Late Pleistocene. McClure found beautifully preserved lacustrine clay lenses in pockets between the linear dunes. In Oman, Gardner (1988) used the technique to date some of the dunes of the Wahiba Sands. She also used relations between dunes and raised beaches to find that the last main period of dune activity was in the Late Holocene. Many of the early dates for the Nebraska Sand Hills were arrived at in the same way (Watts and
Wright 1966). There are many examples of the use of the techniques for dating loess, some of which are described below.

The material used for the relative dating of stratigraphically adjacent materials has varied. Palaeontological techniques are problematical because most dunes date from periods in which the fauna and flora differ little from the present, although these methods are useful for establishing palaeo-environmental conditions. Archaeological techniques, as used in much of the north-western Sahara, are also hazardous because of the transposability of many archaeological remains such as hand axes.

The absolute dating of aeolian features relied, until the early 1980s, largely on U-Th dating of organic remains. Many coastal dunes and loess sections do preserve carbon, and the method has been used widely in these contexts (Wilson 1992). The lake deposits closely associated with aeolian features are especially good sources of carbonaceous material. There are, however, problems with the technique. The first is that much of the carbon buried in these and other deposits has been contaminated by the addition of carbon of a later date. The second is that U-Th dates can be extended back for only 40,000 years, and many dunes and loesses are older than this. Similar restrictions apply to other techniques that depend on organic remains, like the amino acid geochronology used to date coastal dunes anciens in Tunisia (Miller et al. 1986). A further problem with desert dunes is that organic productivity is so low in the environments in which they are found, that its survival and discovery are unlikely. The problems are illustrated by an attempt to use organic remains in northern Australia (Goudie et al. 1993). Here the U-Th dates did not correspond to the dates from optical dating (see below), and the authors concluded that the organic matter might have been a late introduction to the section, in an animal burrow or a plant root.

The great advance in the last decade or so has been in the development of optical dating (also called 'luminosity') dating techniques. These are ideal for dating aeolian materials, both loess and dune sand. The principle depends on the release of electrons by natural radioactivity in the elements of mineral crystals. The electrons are trapped in the crystal structure, but are released if the crystals are exposed to light (or heat). Thus, when dust or sand is exposed to sunlight, the accumulated electrons are released (the slate is, as it were, wiped clean), but they begin again to build up when the grains are buried. If the deposit is carefully sampled (in the dark), and subjected to a known amount of heat (thermoluminescence or TL) or light (optically stimulated luminescence or OSL) in the laboratory, the amount of light that is released is in proportion to the time since last burial (Wintle 1993). In the OSL technique various wavelengths of light can be used, including infrared (IRSL).

The first developed for the archaeological dating of pottery, where the 'cleaning' agent had been heat, but since 1979, when it was realized that light could be a triggering mechanism, TL and (after 1985) OSL have been hugging the Quaternary geological community as techniques for dating sediments, particularly aeolian ones, where exposure to strong light is almost certain to have occurred before burial, and where the mineral suite is also usually ideal. There are many complications, like variations in local background radiation, grain size, the wavelength of the light used, the use of different minerals such as feldspars or quartz (the two most commonly used), but in skilled hands, good dating can be achieved and the number of laboratories that engage in optical dating is increasing.

The accuracy of optical techniques is the subject of great debate. Accuracy generally decreases with age, but in carbon dating (for example, Stokes and Breed 1993), when comparisons are made between the results of different optical dating techniques on samples of the same sediments, the range can be much greater (Rendell 1989). The maximum data obtainable from a sample depends on its natural optical saturation level, in part a function of the mineral suite. Ages of up to 500,000 years have been found in some studies. Difficulties arise in some of the methods, with the use of the technique for very young samples (Wintle 1993), though it has been claimed that infrared stimulation can give accurate dates for samples only a few decades old (Edwards 1993). Table 8.1 gives some examples of dating studies of aeolian sediments that have used optical dating techniques.

### Pre-Pleistocene sand dunes

The interest of pre-Pleistocene aeolian deposits is more sedimentological and stratigraphic than geomoorphological, but ancient sand dunes do hold some clues about modern dune formation (for example, almost all we know about dune bedding comes from lithified, ancient dunes rather than from modern ones; see Chapter 7), and about ancient aeolian conditions, such as wind direction and climate. aeolian deposits have been reported from as far back as the geological column as the Precambrian in the Northwest Territories of Canada (Ross 1983) and India (Chakraborty 1992). Since those times, continental aeolian sandstones have graced many sections of the geological record (Bigarella 1979).

In Britain the oldest aeolian deposits (of any great extent) are from the Devonian, when Britain was south of the equator in latitudes that now have many arid and semi-arid areas. In the Moray Firth area of Scotland, Devonian sandstones are thought to be the remnants of large star dunes (Cluenjeson 1987). Other sand seas from the Devonian have been found in Ireland (Carruthers 1987).

The best known of the aeolian sandstones in northern Europe are from the Permian-Triassic, for they are good traps for oil and gas (Glennie 1972, 1982; Weber 1987). At that time northern Europe was in the equatorial north of the equator, and so are the coasts that are today generally dry. The deposits are widely distributed through the North Sea oil and gas province, extending on land in Britain and Germany, and outcrops have been seen in further continental drift into Greenland. Sections in quarries in the Durham area of north-eastern England are said to show remnants of large linear mega-dunes with superimposed smaller linear features (not unlike those in many contemporary sand seas), formed in response to a bimodal regime of winds from the horse north-east and south-west (Fig. 8.4; Churitza and Cluemkenset 1993). Farther in southern Scotland at this time, small sand seas formed in intermittent basins (Brookfield 1980), although here there is some disagreement about the prevailing wind direction their bedding is said to reveal (Sosk 1998).

In the western United States there are even more extensive aeolian sandstones from this period. They are well known as the rock works into which has been carved many of the most spectacular mesas in the National Parks. Like the European aeolian sandstones, they have attracted attention because of their sand forming character (Lindequist 1988). A more academic function served by these, as by the European aeolian sandstones, is the reconstruction of ancient wind circulation patterns through the analysis of dune bedding (Par rhis and Peterson 1980).

The origin of the Coconino Sandstone has raised some controversy, some believing it to be marine rather than aeolian. Part of the debate concerned the tracks of animals that evidently went up the dunes, but never down. To those who believed in a marine origin, the explanation was that the animals had swum off the tops of marine sand waves. McKee (1944), who believed in the aeolian origin, proposed that the animals had merely slid down slip faces, leaving no footprints (another possibility is that, like porcupines, they flew). Other aeolian sandstones occur throughout the western United States (Kosce et al. 1991), and Triassic dunes...
sandstones occur in Brazil (Bigarella and Salamuni 1961).

### Pleistocene and Holocene dunes

The windier and/or drier and/or more variable conditions of the Pleistocene, described above, probably intensified dune growth in areas that remain deserts, and they certainly extended the zone of active sand dunes very considerably beyond their present extent. The area of dunes now stabilized by vegetation and soil is of the same order as, or even greater than, the area of contemporary desert covered by aeolian sand (Fig. 8.5).

The formation of the Pleistocene dunes was preceded by a period of tropical deep weathering of ancient metamorphic and igneous rocks, creating large quantities of sediment which, following local tectonic warping in the Miocene, were eroded from upwarps and deposited in shallow downwarps (or 'depo-centres') (Williams 1994). Some dune fields in Australia may have been formed, almost directly, from *situ* mantles from which weathering had removed everything but quartz (Butt 1985), but most dunes in both Australia and Africa were formed from sediments eroded from these mantles, and redeposited in the basins by rivers. In the central Asian and American deserts, in contrast, sediments that subsequently went to form dunes were created by the rapid erosion of the much more strongly uplifted mountains and deposition in the accompanying basins created at this time (Williams 1994).

In the Sahara, dunes began to form from the Late Tertiary, and somewhat later in Australia. In both continents, aridity intensified after about 0.7 to 0.9 million years BP. Thereafter, the various deserts followed rather different histories of dune formation (Fig. 8.5).

### Ancient dunes in present deserts

It is very probable that the intensified aeolian activity of some Pleistocene and early Holocene periods also left a legacy of dunes forms in the deserts themselves. Some aspects of the contemporaneity of these dunes has been discussed above. There are also many subaerial and markedly weathered dunes in areas of contemporary aridity and hyper-aridity, which are almost certainly relics of ancient dune-forming periods and of their degradation in subsequent periods wetter than the present (for example, Williams et al. 1987). This would be consistent with other evidence that suggests these areas have experienced alternations of aridity and humidity throughout the Pleistocene.

### Ancient, now stabilized dunes in low latitudes

Figure 8.6 shows that there are extensive areas of stabilized dunes on all the continents. These are areas in which the dunes show all the signs of inactivity mentioned above. They can be divided into two groups: those that surround the present, largely tropical deserts, and those that existed in periglacial situations at higher latitudes.

The tropical and sub-tropical group includes the Kalahari Sand in southern and central Africa, which covers some 2.5 x 10^6 km^2, making it, by one claim, the largest sand sea on Earth (Thomas and Shaw 1991). The more fragmented, but in aggregate greater area of Sahelian dunes stretches across the middle of the continent with few breaks from the Atlantic coast to the Nile. An example of the extent of these sands in Sudan is given in Fig. 8.7. Other large areas of tropical and sub-tropical stabilized dunes occur on the southern and eastern shores of the Mediterranean, in northern Arabia, the Thar desert in India and Pakistan, large parts of mainland Australia, Tasmania, Brazil and Venezuela.

In most of these stabilized dune fields, there are signs that there was more than one period of dune activity. The Sudanese example in Fig. 8.7 shows that there were evidently two major periods of dune formation. The first and most extensive incursion reached far to the south of the present desert edge into areas which now have up to 1000 mm mean annual rainfall. The dune forms on most of these ancient...
SUDAN

- *Dune types and trends*:
  - High Qoz (younger dunes)
  - Low Qoz (older dunes)
  - Barchans
  - Thin sands sheets
  - Hill masses

Fig. 8.7 The extent of ancient, now stabilized dunes in Sudan, showing two generations of dunes (the High and the Low Qoz) (after Warren 1970).

Sands are very subdued, indeed almost impossible to detect, and the soils are deep and leached, with well-developed B horizons. The more recent dunes of the second main phase have retained their forms, in quite recognizable patterns, although their surfaces are certainly stabilized. The area is wet enough now for many of the dunes of this second phase to be cultivated (Warren 1970).

Where not totally subdued by water erosion, the sand in these ancient deposits is organized into dune forms with all the variety of desert dunes. In the Kalahari Sands in Botswana, Zimbabwe and South Africa the dominant dune form is linear (Thomas 1984). In the Sudan and the West African Sahel, there are a range of forms, including large and small transverse and linear dunes. There has been...
speculation that winds were rather different at the time of the formation of these dunes (Warren 1970), but others believe that the wind patterns were little different from those of today, though winds were perhaps stronger, and rainfall lesser (Talbot 1984). The Australian stabilized dunefields are dominated by linear forms. In Australia, Wasson (1984) has speculated that dune activity might have been achieved solely by stronger winds, without any diminution of rainfall.

The stabilized dunefield with the most distinctive set of dune forms is the Thar in India and Pakistan. This may be because of the peculiar climatic history of this corner of the world (Wasson et al. 1983). Unlike the African Sahara, or indeed most of the now semiarid tropics, where winds subsided as rainfall increased, the argument of Wasson et al. was that the Thar experienced an increase in rainfall at the same time as the re-establishment of the Asian monsoon after the retreat of the ice, bringing increasingly strong winds in towards the Asian continental low-pressure zone from the Arabian Sea. This coincidence of high winds and increasing vegetation cover provided the environment for the creation of the most extensive parabolic dunefield in the world.

Ancient, now stabilized dunes in high latitudes

In the higher latitudes, dune development (away from the coasts) seems mostly to have been a feature of early post-glacial times. It was stimulated by three circumstances: extensive areas of sandy periglacial deposits, high winds, and slow recolonization by vegetation. Sandy glacial outwash deposits are the most susceptible to reworking by the wind, and in many places, as in northern Finland, dunes are confined almost exclusively to eskers trains (van Vliet-Lanoe et al. 1993). Where, as on the North European Plain, outwash is most extensive, so too are the dunes formed from it. The occurrence of high winds has been discussed above. As to vegetation succession, this was generally slow after the retreat of the ice (especially in northern Finland), but was complicated by the effects of fire (both natural and induced). In general, there seems to have been a major burst of dune building shortly after the retreat of the ice, and before the full recovery of forest cover, but with many smaller and more localized incidents after this (Filion et al. 1991).

These high-latitude stabilized dunes include a train of fragmented, stabilized dune fields that stretches across the North European Plain from Hungary to the Atlantic coasts of the Ukraine, with outposts in Hungary; arctic sands cover 20 per cent of Hungary (Bosy 1993). Even larger areas of stabilized dunes are found in central Asia and China. Few of these Old World stabilized dune fields are as large as some of those in North America, particularly the Nebraska Sand Hills, which cover 57000 km², and which retain large barichan dunes (Fig. 8.8). These are merely the largest of a very widespread set of stabilized dunes in the Midwest and many other parts of the United States, as in the Mohawk Valley in New York State (Connally et al. 1972).

The high-latitude stabilized dunes, like those in the tropics and sub-tropics, also exhibit the full range of dune forms, and these have been interpreted as indicators of the wind and rainfall conditions in which they were created. The western European late-glacial and Holocene aeolian deposits, though clearly aeolian according to sedimentary evidence, exhibit few dune forms, and are known as ‘covesands’ (Veenstra and Winkelman 1971). In a few places there are remains of low parabolic dunes (as in the Breckland of eastern England (Catt 1978)), and sandwells (high mounds of sand evidently accumulated around the edges of woods) (Koster et al. 1993). The general interpretation of these pieces of evidence is that there was quite dense vegetation at the glacial maximum.

Further east in Europe the dune forms are more obvious, though often now covered by forest (Boë 1993). Some of these were clearly transverse, suggesting areas completely free of vegetation, but most are parabolic (Fig. 8.9), and therefore also suggest aeolian activity in growing vegetation, albeit probably less dense than it is today, and perhaps less dense than in western Europe. Since it is also probable that winds were then much stronger, as mentioned above, it may have been that even quite vigorous vegetation could have been overcome by moving sand. North of the maximum extent of the Vistulian ice in Poland, where the exposure to dune-forming conditions was for a relatively short period, the dunes are not as well developed, and have not moved as far as those beyond the maximum extent of the ice, which experienced a much longer period of exposure, some of these having moved over 100 km from their source in large river valleys (Golzdeck 1993). In Europe (for example in the Netherlands) there were at least three major periods of dune formation during and after the Older Dryas (Vandenberghe 1983).

In many parts of northern Europe the last phase of reactivation was well within the period of human occupation, and this and the evidence that sand-blowing was irregular in time and space, suggest that disturbance by grazing or intensive grazing could have been a factor in the reappearance of bare sand and the reformation of dunes (Chapter 9). Changes in climate were probably also involved. One consequence of the history of disturbance is a very irregular pattern of dune forms in these areas (Koster et al. 1993; Szczypek and Wach 1993).

Many of the North American dune fields contain much bigger dunes than those in Europe. The size of the dunes is particularly evident in the Nebraska Sand Hills, many reaching 100 m; they are both linear and barichan in form (Warren 1976a). Both the size of the dunes and the extent of the dune fields suggest much drier conditions than those in Europe (the western Great Plains are today much drier), and very much intensified north-westly winds. The freshness of some of the dunes is notable (Fig. 8.10), and raises the possibility that dune formation was abruptly terminated, allowing the preservation of near-perfect dune forms.

Disturbance was probably less an element in dune formation in the New World than in Europe, though in both Australia and Canada there are indications that activation might have been linked to fires set by early people (Conacher 1971; Filion et al. 1991). The dune fields on the central Great Plains, however, seem to be very sensitive to quite small changes in climate such as the droughts that helped
to precipitate the Dust Bowl of the 1930s), and some dune fields in Colorado can be shown to have seen four major phases of reactivation in the last 10,000 years (Forman et al. 1992; Stokes and Gaylard 1993).

Ancient coastal dunes

Because of changes in sea level and because of their fragility in the face of temperate weathering and fluvial erosion, there are very few, if any coastal dunes from earlier than the late Pleistocene in high-latitude areas. However, the arid climate of the Nullarbor Plain in South Australia, and its history of falling sea levels, has allowed the preservation there of large coastal ridges dating from as early as the Pliocene (Benbow 1990), and further east on the South Australian coast, a long history of falling sea levels has helped to preserve another ancient sequence of coastal dunes rising to heights of over 100 m above present sea level (Cook et al. 1977). Very few other coastal dunes of this great age have been reported.

There are many more surviving coastal dunes from the late Pleistocene and early Holocene. Several events of this period stimulated coastal dune formation, all combining to favour massive incursions of marine sand. The retreating sea levels of the last ice age may have been one such event, for some authorities believe that the coastal dune fields formed in late Pleistocene times were created from sand exposed by the lower sea levels (Pye 1984). Such an exposed deposit at the mouth of the Nile may have been the origin of the dunes of northern Sinai in Egypt and the Negev in Israel (Goring-Morris and Goldberg 1990). Retreat in the form of the marine regression of the mid-Holocene also exposed marine platforms on which dunes could readily accumulate (Carter and Wilson 1993).

However, marine transgression itself may also have favoured coastal dune formation. A widely accepted model of their formation depends upon the creation of great amounts of sediment by coastal erosion as sea levels rose again after the end of the last ice age (Carter and Wilson 1993). Once sea levels had stabilized, most coastal dunes became inactive, and many were subject to marine erosion. In north-western Europe, almost all of which date from the last 6000 years, are said to have been derived from this kind of sediment (Carter 1990).

In some high-latitude areas, the supply of sediment was further intensified as the erosion provoked by the rising seas encountered soft, loose materials of recent glacial or fluvio-glacial origin. Most dunes on the coasts of north-west Europe, almost all of which date from the last 6000 years, are said to have been derived from this kind of sediment (Carter 1990).

Aeolianites

Aeolianites are cemented coastal dune sands, generally on semi-arid, tropical, high-energy shores (Fig. 8.12). Although most are highly carbonateous, being derived from shelly marine materials, the carbonate content of the sand has wide variations and the sand itself may be mixed in varying quantities with dust, which is also often carbonate-rich, and most of which has been added since deposition and stabilization of the sand (Gardner 1983; McKee and Ward 1983). Shelly dune sands accumulate on tropical coasts for several reasons: first, tropical seas, especially those where there is marine upwelling, are more productive of shelly biogenic material than cooler seas; second, a high-energy environment (which occurs near most aeolianites) ensures that the shells are broken down and then moved towards the shore from where they can be blown onshore by the same winds that have activated the marine processes (McKee and Ward 1983); third, a semi-arid or sub-humid environment (in which most, but by no means all aeolianites occur) ensures a moisture...
or at the water-table. If cementation occurred, for its amount and density. Carbonate in sea spray or dust does not always seem to be able to make up the necessary difference (Gardner 1983). The second problem is the location of cementation above, below or at the water-table. If cementation occurred above the water-table, in the so-called vadose zone, deposition of cement must have occurred when the solution of percolating rainwater became supersaturated for short periods. The abstraction of water by plant roots probably played an important role in this process, tight networks of lithified root channels giving some credence to this hypothesis (Amiel 1975). In other cases, complex layered zones of aeolianite are interpreted as the result of cementation at the water-table itself (Schenk and Fryberger 1988; Semenik and Glassford 1988).

Many aeolianites were apparently deposited in the cooler, drier climates of the Pleistocene, for many are found below present sea level, and some have been cut across by marine terraces (Gardner 1983). This, their rapid lithification, the evidence they preserve of ancient wind directions and the intercalation of soils, make aeolianites good sources of palaeo-environmental information, as on Bermuda, where they have been extensively studied (McKee and Ward 1983). There are many situations in which coastal dune sands have been submerged by rising sea levels since the end of the last glaciation, as in Queensland (Pye 1993b). The best examples of submergence occur with aeolianites, as in Oman (Gardner 1988), perhaps because their cementation makes them resistant to reworking by marine processes. The submergence of desert dunes has been demonstrated in only a few cases, perhaps because of their vulnerability to wave action. One case is the large submerged barchans in the Arabian Gulf (Al-Hinai et al. 1987), which is, notably, a very low-energy marine environment. There is indirect evidence elsewhere that dunes were submerging but have not survived. In Western Australia, for example, there is good evidence that the Great Sandy Desert extended at one time into areas now submerged by rising sea levels (Jennings 1975).

**Pleistocene wind-erosion features**

It may be that most, and certainly the most obvious, aeolian erosional features are inherited from the Pleistocene. This is apparently true of many ventifacts, the most well-developed of which are found in areas near to the ancient ice-sheets, and are now undoubtedly inactive (as in Wyoming; Sharp 1949). Even in some still very arid areas of California, a weathering rind or desert varnish testifies to the inactivity of most ventifacts. Sharp, using his observations on active ventifact formation in the Coachella Valley in southern California, speculated that ventifact was more active in some Pleistocene periods not only because of increased windiness, but also because of an increase in the supply of abrasive sand. This may be part of the explanation for the extent of development of ventifacts in glaciated areas, for the sand there would have been brought by glacial meltwaters. There are, none the less, still some ventifacts that are clearly active (Rude 1959). Here, as elsewhere, the facile assumptions about the relic or active nature of a feature need to be carefully guarded against.

The great age of the mega-yardangs in the central Sahara (discussed in Chapter 3) is undoubted. They may have been initiated in the Miocene. They, and some major yardangs in Iran, were probably much more active than today during the windier phases of the Pleistocene. Smaller yardangs, excavated into Holocene lake deposits, and even in places into the cemented deposits accumulated around artificial sand fences are mostly much younger and many can be regarded as contemporary.

**Conclusion**

The importance of aeolian sediments and landforms in recent Earth history may have been underestimated. They have been a neglected field of study because of their general inaccessibility, because, until recently, few of them could be accurately dated, and because many accumulate slowly and create unobtrusive features. These problems are being rapidly and radically overcome, deserts, where most aeolian sediments occur, are now much more accessible; and more important, aeolian sediments, far from being, to all intents and purposes undatable, may become some of the more easily datable materials. Detection is also becoming easier as the characteristic size and mineral signatures of aeolian deposits become more established. Furthermore, the astonishing intensity of aeolian activity in some recent geological periods is being exposed by recent ice-core analysis.

Loess and deep-occur aeolian sediments are revealing very large amounts of information about the Pleistocene and earlier periods (Chapter 4). Moreover, because coastal dunes are now seen to play a critical role in land-sea interaction, and because they will become even more critical if sea levels are to rise (Chapter 9), their recent history has acquired a new significance as a possible analogue of what is now to become of them. Stabilized and presently active dunes are also disclosing a fascinating past.

The deployment of the new techniques is revealing surprisingly complex patterns of Quaternary aeolian activity, and is overturning many older ideas. With the consolidation and further development of these methods, the next decade is likely to see more rapid advance in the understanding of Earth's aeolian past, and, in consequence, radical reappraisals of most of what has been described in this chapter.

**Further reading**

Most of the material on ancient aeolian sandy environments is rather dispersed. There have, however, been some recent collections of useful papers, such as those by Pye (1993a) and Pye and Lancaster (1993). The best introduction to thermoluminescence dating is to be found in Wintle (1993).
There has been and continues to be massive investment across the world in the control of aeolian geomorphological processes. It has happened in Saharan and Arabian oases for thousands of years; on the Dutch coast since the fourteenth century; on the Danish sandlands particularly in the eighteenth and nineteenth centuries; in the Landes of southwestern France from the nineteenth century; in the United States since the Dust Bowl of the 1930s; on the Israeli coast since shortly after the creation of the State in the late 1940s; on the Russian and central Asian steppes since the Stalinist period; since the 1950s in the oil-rich countries of the Middle East; since the early 1970s in Saudi Arabia, North Africa, and less intensively but significantly in many other places. In most of these situations, applied aeolian geomorphology won huge resources and prestige. These experiences teach two crucial lessons. First, investment is seldom motivated by financial return alone, for there has almost always also been a strong symbolic component. For the Dutch, aeolian geomorphology was applied for little short of national survival. In most other countries the problem is not as acute, but in many it has become a potent symbol that nature can be overcome. In the United States, for example, it at one time expressed the triumph of national destiny over the mythical Great American Desert. In the early days of the state of Israel, it signified the conquest of Levantine deserts and active coastal dunes created by the ignorance of others; and in the Soviet Union, it was to be a victory of scientific socialism over the barbarous steppes. In the less-developed world today, much applied aeolian geomorphology is little more than an emblem of the fight against desertification. In the affluent Arabian peninsula, millions of dollars are spent to bedeck highways with trees and flowers to fend off the windy wastes. When a simple fence alone would have served the practical need.

Dust, moving sand and dunes, by this evidence, generate deep-seated anxiety, which is seldom allayed with scientific facts or economic arguments alone. Their symbolic threats transform the assessment of the hazards into battles between exaggerated fear and counterequalizing complicity, both grounded in ignorance. Careful, applied aeolian geomorphology can narrow the zone of ignorance, but cannot itself avoid being judged not only in economic terms, but also in terms of the peace of mind it may bring.

The second lesson from the history of application of aeolian geomorphology is that success or failure, of whatever kind, is due not only to the application of good science (vital as that is), but also to the degree to which the science can be adapted to the prevailing culture.

This chapter is in two parts. The first covers the technical procedures, based on scientific research, used to manage aeolian activity in different situations. The second part considers some of the social, economic, administrative and political issues which arise in managing land affected by the various problems.

Although some techniques are common to all applied aeolian geomorphology — notably structures to control sediment movement and the stabilization of mobile surfaces — it has operated in four distinct natural and social circumstances: wind-erosion control on agricultural fields; the control of dust; the management of coastal dunes and dunes in semi-arid areas; and the control of sand dunes and drifting sand in deserts.

Wind erosion on agricultural fields

The extent and nature of the problem

Wind erosion can damage fields in places as moist as the West Midlands in England (where mean annual rainfall is over 1000 mm), but the main threat is to drier parts of the world such as the North American Great Plains or the Russian and central Asian Steppes. Damage comes in many forms. Above all, wind erosion removes soil, it reduces water-holding capacity, and this can be critical to crop production in semi-arid climates. The vulnerable top-soil also contains a high proportion of the total clay, most of the organic matter (which together hold nutrients against leaching as well as moisture), most of the nutrients themselves, both natural and added, and almost all the seeds (Zobeck and Fryrear 1986b).

Wind erosion also exposes roots. These losses mean that each 0.02 m of soil eroded is estimated to reduce crop yield by 6 per cent (Lyles 1975).

There are yet further dangers. Loose sediment can be hurled against crops, severely damaging or burying them. The locally deposited material, having had most of its fertility winnowed away, is much less valuable than the original soil, and can block roads and ditches, whose clearance can be costly, as in Lincolnshire in England after the massive 'blow' of 1968 (Robin 1969). In the United States it was estimated in 1980 that the annual cost of wind erosion to agriculture alone (from on- and off-site processes) was $188 million (Piper 1989). Finally, wind erosion creates dust, which can be a nuisance well beyond its origin, and which brings costs that dwarf the on-farm expenses (see below). Thus there are large gains to be had from an understanding of the process.

The nature of scientific research into wind erosion

Scientific research into wind erosion on agricultural fields is, as it is with water erosion, a difficult logistical problem. There are two main issues. First is the huge variability in the rate of erosion on both temporal and spatial scales, for the greater part of a year's erosion can take place in one or two virtually unpredictable, catastrophic hours. Second is the insidiousness, for, unlike water erosion, it does not leave obvious features like rills and gullies. It may move large amounts of soil, lowering the surface by many centimetres in one place and raising it by an equivalent amount a short distance away, but because of large and seemingly random spatial variability, these changes are revealed only by careful monitoring over many years (Hennessey et al. 1986). Thus much less work has been done on wind than on water erosion, and there are few good estimates of rates and effects. This lack of knowledge contributes to the general tendency for inappropriate reaction.

These complexities dictate three types of scientific approach. The first, observations on field plots, is the most vulnerable to variability, and the most difficult. The second, the study of the minutiae of the process in a wind tunnel, allows the control of wind speed, soil texture, surface roughness and moisture content (among other things), but at the risk of vast oversimplification, and at considerable expense. Finally, and by far the most unreliable, is the statistical comparison of field estimates of soil loss with environmental parameters, such as rainfall and wind speed. This task, though widely used and improving greatly with new modelling techniques, has led to some dubious results (and policy formulations), as will be shown. For all their faults, these methods, in combination, have brought many effective answers to the technical problems faced by dryland farmers.

Much of what is written in this book stems from these researches of recent years, and from the great North American Dust Bowl of the 1930s. What they did not do, and what they may have suppressed by the faith in technical fixes that they have encouraged, was to tackle the social forces that were the main cause of accelerated erosion, which are discussed below.

Some of the best scientific work on wind erosion was done at the United States Department of Agriculture (USDA) Wind Erosion Research Unit at Manhattan in Kansas, close to the Dust Bowl. Work began in 1935 and continues to this day (Lyles 1985). The outcome of the research can still be seen on huge acreages of the Midwest and many other countries (Fig. 9.1). Some authorities maintain that the adoption of the new methods laid to rest forever the spectre of another Dust Bowl (Schwein et al. 1983). It is true that dust storms have never reached even a quarter of their frequency in the 1930s (Gillette and Hanson 1989), but other authorities are more cautious, for it is still estimated that about 2 x 10^7 ha^{-1} yr^{-1} of land are damaged by wind erosion in the United States (averages for the period 1955–1985). For agriculture, in this context, means soil loss of 33 ha^{-1} yr^{-1} or when there has been between 0.02 and 0.03 m vertical removal (Kimberlin et al. 1977).
The estimated area of damaged land rises in drought years as in 1954-1955, when it reached an all-time peak of about $6 \times 10^6$ ha, and 1975-1986, when it was about $3.2 \times 10^6$ ha (Lyles 1985).

### The technical assessment of wind erosion

The scientists in the USDA soon realized that wind erosion on agricultural fields was a function both of climatic factors (erosivity) and surface factors (erodibility). Following the pattern of earlier work on water erosion, they eventually produced a method of calculating the amount of wind erosion from an agricultural field (Woodruff and Siddoway 1965). Pollard was the Wind Erosion Equation or simply the WEQ:

$$E = f(C, I, L, K, V)$$

where $E$ is the potential erosion loss in tons/acre$^{-1}$/yr$^{-1}$; $C$ is a local climatic index; $I$ is a soil erodibility index; $L$ is a factor relating to field shape in the prevailing wind direction (or "fetch"); $K$ is a ridge roughness factor; and $V$ is a vegetation cover index. A value for each factor was computed by a tively prescribed process, using soil, weather, and crop data for the field in question, and fed into the WEQ to give the expected loss of soil for a particular field in a particular season. The computation procedure for each factor was based on extensive empirical and theoretical research.

Though great advances at the time, the WEQ had many problems. It was firmly based on experience in the dryer Midwest (many of its factors were empirically normalized against conditions in eastern Kansas); it was only slowly adapted to deal with changes in crops and soils through the year, it could not deal with the complex interactions between crop, weather, soil, and erosion; and it generalized rather too much about wind characteristics (Argabright 1991). A more rigorous model, for use in predicting dust emissions in the United States, was developed and found to be empirically sound by Gillette and Passi (1988). In response to the criticisms and developments, a new method is being evolved by the USDA, based on further empirical research and the assumption of the widespread availability of personal computers: this is the Wind Erosion Prediction System (WEPS) (Hagen 1991). WEPS is to be published late in 1995 and its full specification will be available on the Internet (URL = http://www.weru.kans.edu/WEPS.html).

### The technical control of wind erosion on agricultural fields

The WEQ is used here as a framework for discussing the processes and corresponding controls of soil erosion by wind. These factors have been arranged in decreasing order of inevitability. Climate (C) can only be altered with very great investment, as under glass. Only some of the inherent soil characteristics ($L$) can economically be manipulated, but fetch ($L$), surface roughness ($K$) and vegetation cover ($V$) are usually well within the control of many farmers. The success of the WEQ was that it directed attention at these factors, and at simple and feasible ways to make radical reductions in erosion.

The climatic factor ($C$) is a simple combination of mean annual wind speed and a moisture index (Chapel et al. 1960). It quantified what was already obvious: dry, windy places are the most vulnerable to wind erosion. Though crude, the index has proved a fair measure of soil erosion by wind, even in Britain (Briggs and France 1982). A further discussion of the effectiveness of measures of wind speed is given below in relation to the production of dust (a very closely related problem), where it is shown, however, that cultivation practices can strongly override wind speed as a control of dust production.

Another climatic variable, wind direction (or drift direction) especially at times in the agricultural calendar when the soil is bare, is significant to the alignment of the control structures and practices discussed below, and is therefore another valuable piece of climatic information. Drift directions can be worked out using the kinds of data and models outlined in Chapter 2. An example of their use in a desert situation is discussed below.

The erodibility of the soil ($I$ in the WEQ) has permanent and ephemeral elements. The more or less permanent quality that is important to wind erosion is the primary grain-size distribution of the surface soil, for, as was argued in Chapter 2, the threshold of movement of a soil (the wind speed at which it begins to be eroded) is related to grain size. The curve in Fig. 2.6 shows that it is fine sands and silts that are the most likely to be eroded, being susceptible to quite light winds. With low-density particles, as in soils derived from peat, the threshold is even lower.

However, although the size of the primary particles is important, it is not the reason implied by the curve in Fig. 2.6, for the effective grain-size distribution (the one that is important to entrainment by the wind) is seldom the same as that of the primary particles. The size of aggregates is a much more effective control, and it is through this that primary grain size operates. The USDA method took account of this by deducting the $V$ factor from the results of a dry sieving procedure on undispersed soil. This procedure has been criticized recently which found that a good correlation between the results of dry sieving and the sand and silt percentages, the sand/clay ratio, the calcium carbonate content and the organic carbon content of soils are erodible largely because they do not contain the clay that is an essential element in the production and maintenance of large, stable aggregates.

It would be very expensive (though not impossible) to alter primary grain size, but aggregation can be controlled (to a degree) through another of its important controls, namely organic matter (of the right kind). Aggregation is also a function of the type of plough in use (Zobeck and Popham 1990). The use of a mouldboard plough can actually reduce erodibility by bringing large, stable aggregates to the surface (Freyre et al. 1994).

In addition to increasing the effective grain size for wind erosion (in general), aggregates also provide a rough surface (see the discussion of the $K$ factor below), and, if they are not too scattered, they also shelter finer material (Freyre 1984). However, sand-sized aggregates are more erodible than the primary clay particles that make them up (as can be seen from Fig. 2.6), and since they rapidly break down as they collide in transport and when they return to the soil surface, their entrainment can considerably increase the rate of dust production (Gillette 1986). The ability of aggregates to resist abrasion is related to their content of clay and to the type of clay, among other things.

The erosivity - grain-size relationships discussed above are seen in the spatial pattern of wind erosion. It is soils of the critical grain sizes and low densities that erode most easily. In Britain, it is the sandy soils in places like the Vale of York, the West Midlands and Lincolnshire, and the coarse, low-density peats of the Fens that are in any real danger (Rodley and Simmons 1967; Pollard and Miller 1989; McIlver 1990). This is especially so in dry periods, and when fields are intensively used, as was apparently the case in parts of the Netherlands and Denmark in the Middle Ages when cultivated inland dunes were extensively reactivated (Heidinga 1977; Richter 1980; Skarregaard 1989). This is essentially so in dry periods, and when fields are intensively used, as was apparently the case in parts of the Netherlands and Denmark in the Middle Ages when cultivated inland dunes were extensively reactivated (Heidinga 1977; Richter 1980; Skarregaard 1989). The Florida peaks, and the extensive loose loessic (Chapter 8) and fine sandy soils of the Great Plains (which were the main sufferers in the Dust Bowl) that are most at jeopardy.

The fetch over which the wind acts ($L$ in the WEQ) is another easily manipulable factor. Wind speed is low behind a hedge (where $L$ is also low), but is high on wide, bare plains. Research soon revealed...
relationships between the reduction of wind speeds and turbulence both upwind and downwind of barriers and their shape, porosity, resilience and seasonality (Fig. 9.3; Skidmore and Hagen 1977; Stockton and Gillette 1989). It also revealed that barriers at some angles to the wind could create eddies downwind that were even more powerful than the unobstructed wind (Segnier 1975), giving rise to the recommendation that windbreaks should be aligned as near as possible at right angles to the strongest winds. Other research showed that if windbreaks were designed solely for erosion control, they should be as high as possible, not completely impermeable to the wind and fairly close to the each other. The Soviets recommended coulisses (closely-spaced rows of crop stalks), as a defence against wind erosion (Zachar 1982), and there has been research on these in the United States as well.

Windbreaks serve so many purposes other than wind-erosion control, such as moisture control, snow-trapping, dust-trapping, wood and Christmas tree production, and amenity, that their design needs to be fitted very carefully to the local situation. The planting of windbreaks is also very symbolic (see below), but, despite these multiple purposes, windbreaks are not always economic, at least on the short-term accounting horizons of United States farmers, for they occupy space and take water that might be used by a crop (Skidmore 1986b).

Fryrear (1976), for example, found that cotton yields were reduced by 10–29 per cent near windbreaks. In Niger, Smith et al. (1995) found that, where the water-table was beyond the roots of windbreak trees, the roots could provide serious competition with crops.

Feach has yet other influences on wind erosion. The aeolian load increases downwind of the leading edge of a patch of loose sediment for a number of reasons. These were aggregated as the 'Fetch Effect' by Gillette et al. (1995), who believed it to be a combination of Chépil's 'avalanching' (here termed 'cascading' to avoid confusion with processes on the slip faces of dunes), an aerodynamic effect on the growth of the atmospheric boundary layer, and a change over distance of the threshold velocity. Chépil's (1957) model of 'cascading' had particles being picked up at the edge of a field and dislodging others as they descended (by bombardment, see Chapter 2). These dislodged yet more particles, progressively augmenting the load of the wind. Gillette agreed that cascading is accelerated by the breakdown of aggregates, and by the smoothing of the surface as small depressions (such as furrows) filled with sediment. Chépil (1957) found that the distance to full load varied from about 60 m on highly erodible material to over 1.5 km for slightly erodible surfaces. Thus fields of exposed soil should be narrow across the wind, a pattern that is now adopted by many farmers in the erosion-prone parts of the Great Plains (Fig. 9.1). Alternating strips of stubble and bare earth not only cut down cascading; they also trap salting sand and reduce near-ground wind speeds. They should be wider on stonier soils, and if the stubble is short.

The ridge-roughness factor (K in the WEQ) can be explained by reference to the roughness height (z0) in Chapter 2. Experiments found that the rougher the soil surface, the lower the wind speed at the surface (Armbrust et al. 1964; Hagan and Armbrust 1985). The effect is greatest when the furrows are at right angles to the wind. Another way to roughen the surface is with crop residues, as is commonly done in the Sahel on loose sandy soils, but sandblasting can quickly erode ridges and sediment can infill furrows (or the interstices of crop residues), so that ridging and leaving stubble are merely temporary measures before full soil stabilization can be used (see below in connection with the fixation of desert sands), but they are seldom an economic proposition over large areas or with low-value crops.

Studying the vegetation factor (F' in the WEQ) also produced simple recommendations, and these are the most crucial of all. In short, keeping a dense vegetative cover, especially if the crop has narrow leaves and short stalks, like grasses and cereals, is the best of all the controls on wind erosion, as can be understood from the argument about the effects of vegetation on the wind velocity profile in Chapter 2. For all its critical importance, recommendations that a vegetation cover should be transected may be difficult to meet, for the farmer, to stay in business, must respond to economic as well as to environmental stimuli. The crops that are grown on the huge fields of the North American, Australian or Russian plains demand that the soil must be ploughed, and that the seedlings must go through a stage when they are all small. It is usually in the early part of the year in these places, when crops have barely begun to grow, and offer little protection, that the worst blows occur. It is for this reason that a mix of other measures has always to be used.

The drive towards the Wind Erosion Prediction System (WEPS) is stimulating new wind erosion research, and new technology is allowing more of this to be in the field, where the processes really happen. Portable wind tunnels, some so large that they need to be transported into the field on the back of 10-ton flat-deck trucks (Scott 1994), new and better anemometers and sediment traps, and new methods for estimating the erodibility of surfaces, such as vacuum cleaners (Zobeck 1989), are among the new methods.

The new research is uncovering many important facets of the wind erosion process. For example, a strong synergy has been revealed between wind and water erosion: raindrops loosen particles which can then be removed by the wind, either contemporaneously in the rainstorm, or subsequently when the water evaporates. This also lowers the wind speed at the surface (Armbrust et al. 1964; Hagan and Armbrust 1985). The effect is greatest when the furrows are at right angles to the wind. Another way to roughen the surface is with crop residues, as is commonly done in the Sahel on loose sandy soils, but sandblasting can quickly erode ridges and sediment can infill furrows (or the interstices of crop residues), so that ridging and leaving stubble are merely temporary measures before full soil stabilization can be used (see below in connection with the fixation of desert sands), but they are seldom an economic proposition over large areas or with low-value crops.

Studying the vegetation factor (F' in the WEQ) also produced simple recommendations, and these are the most crucial of all. In short, keeping a dense vegetative cover, especially if the crop has narrow leaves and short stalks, like grasses and cereals, is the best of all the controls on wind erosion, as can be understood from the argument about the effects of vegetation on the wind velocity profile in Chapter 2. For all its critical importance, recommendations that a vegetation cover should be transected may be difficult to meet, for the farmer, to stay in business, must respond to economic as well as to environmental stimuli. The crops that are grown on the huge fields of the North American, Australian or Russian plains demand that the soil must be ploughed, and that the seedlings must go through a stage when they are all small. It is usually in the early part of the year in these places, when crops have barely begun to grow, and offer little protection, that the worst blows occur. It is for this reason that a mix of other measures has always to be used.

The drive towards the Wind Erosion Prediction System (WEPS) is stimulating new wind erosion research, and new technology is allowing more of this to be in the field, where the processes really happen. Portable wind tunnels, some so large that they need to be transported into the field on the back of 10-ton flat-deck trucks (Scott 1994), new and better anemometers and sediment traps, and new methods for estimating the erodibility of surfaces, such as vacuum cleaners (Zobeck 1989), are among the new methods.

The new research is uncovering many important facets of the wind erosion process. For example, a strong synergy has been revealed between wind and water erosion: raindrops loosen particles which can then be removed by the wind, either contemporaneously in the rainstorm, or subsequently when the water evaporates. This also lowers the wind speed at the surface (Armbrust et al. 1964; Hagan and Armbrust 1985). The effect is greatest when the furrows are at right angles to the wind. Another way to roughen the surface is with crop residues, as is commonly done in the Sahel on loose sandy soils, but sandblasting can quickly erode ridges and sediment can infill furrows (or the interstices of crop residues), so that ridging and leaving stubble are merely temporary measures before full soil stabilization can be used (see below in connection with the fixation of desert sands), but they are seldom an economic proposition over large areas or with low-value crops.

Studying the vegetation factor (F' in the WEQ) also produced simple recommendations, and these are the most crucial of all. In short, keeping a dense vegetative cover, especially if the crop has narrow leaves and short stalks, like grasses and cereals, is the best of all the controls on wind erosion, as can be understood from the argument about the effects of vegetation on the wind velocity profile in Chapter 2. For all its critical importance, recommendations that a vegetation cover should be transected may be difficult to meet, for the farmer, to stay in business, must respond to economic as well as to environmental stimuli. The crops that are grown on the huge fields of the North American, Australian or Russian plains demand that the soil must be ploughed, and that the seedlings must go through a stage when they are all small. It is usually in the early part of the year in these places, when crops have barely begun to grow, and offer little protection, that the worst blows occur. It is for this reason that a mix of other measures has always to be used.

The drive towards the Wind Erosion Prediction System (WEPS) is stimulating new wind erosion research, and new technology is allowing more of this to be in the field, where the processes really happen. Portable wind tunnels, some so large that they need to be transported into the field on the back of 10-ton flat-deck trucks (Scott 1994), new and better anemometers and sediment traps, and new methods for estimating the erodibility of surfaces, such as vacuum cleaners (Zobeck 1989), are among the new methods.

The new research is uncovering many important facets of the wind erosion process. For example, a strong synergy has been revealed between wind and water erosion: raindrops loosen particles which can then be removed by the wind, either contemporaneously in the rainstorm, or subsequently when the water evaporates. This also lowers the wind speed at the surface (Armbrust et al. 1964; Hagan and Armbrust 1985). The effect is greatest when the furrows are at right angles to the wind. Another way to roughen the surface is with crop residues, as is commonly done in the Sahel on loose sandy soils, but sandblasting can quickly erode ridges and sediment can infill furrows (or the interstices of crop residues), so that ridging and leaving stubble are merely temporary measures before full soil stabilization can be used (see below in connection with the fixation of desert sands), but they are seldom an economic proposition over large areas or with low-value crops.

Studying the vegetation factor (F' in the WEQ) also produced simple recommendations, and these are the most crucial of all. In short, keeping a dense vegetative cover, especially if the crop has narrow leaves and short stalks, like grasses and cereals, is the best of all the controls on wind erosion, as can be understood from the argument about the effects of vegetation on the wind velocity profile in Chapter 2. For all its critical importance, recommendations that a vegetation cover should be transected may be difficult to meet, for the farmer, to stay in business, must respond to economic as well as to environmental stimuli. The crops that are grown on the huge fields of the North American, Australian or Russian plains demand that the soil must be ploughed, and that the seedlings must go through a stage when they are all small. It is usually in the early part of the year in these places, when crops have barely begun to grow, and offer little protection, that the worst blows occur. It is for this reason that a mix of other measures has always to be used.
The control of dust

The extent of the problem

Chapter 4 confirmed itself, more or less, to dust that is naturally produced, but there are now many artificial sources and the atmospheric dust load is rising steeply. The rate at which dust is trapped in British peat bogs has increased by two to three orders of magnitude since the industrial revolution (Oldfield et al., 1978), and this so-called "human volcano" may now account for a quarter to a half of atmospheric dust, like industrial pollutants, besides the soil-derived dust disturbance that orien generates. The contiguous United States were the focus of severe wind erosion in the "Dirty Thirties", referred to repeatedly in this chapter, which was an instance of the coincidence of drought and disturbance that often generates large quantities of soil-derived dust (Fig. 9.4). The problem persists in North America. Estimates of total dust production in the contiguous United States were ranging, until recently, from $528 \times 10^6$ to $698 \times 10^6$ yr$^{-1}$, though Gillette et al. (1992) have produced the much lower figure of $18.9 \times 10^6$ yr$^{-1}$. Even so, these are large quantities", and mineral dust is the most important component of air pollution in many places. Dust control is therefore a prominent environmental issue in the United States.

Dust in other parts of the dry world is less widely reported, although it seems to be quite as serious a problem. Violent dust storms followed the ploughing up of the Russian, Ukrainian and Kazakh steppes, one notorious incident being the great dust storm of 1892 (Stebelsky 1985). French (1967) reported further "severe dust storms" in the Ukraine in 1946, 1948, 1951, 1953, 1954, 1957, 1959, 1960 and 1962. Artificially induced dust is also a major problem in parts of Australia (McNaughton et al. 1989). Figure 9.5 shows that there have been further problems in Africa. This particular case was apparently caused by another coincidence of drought and disturbance, probably the collection of bushwool. In the 1970s, shortly after the start of the recent great drought in the Sahel, the quantities of dust arriving at Barabdos from the Sahara rose by a factor of three over the levels of the 1960s (Prospero and Nees 1977). Disturbance undoubtedly also a major contributor to recent increases in dustiness in central Asia and in western India (Goudie 1983). More recently still, disturbance increased dustiness in parts of Saudi Arabia by factors of about 1.5 during the military movements of the Gulf War of 1991 (El-Shobokshy and Ala-Sadi 1993).

Fig. 9.4 The "Dust Bowl" of the 1930s and 1940s as defined by Worster (1979).

Dust, whether generated naturally or artificially, could have far-reaching effects, either cooling or warming the atmosphere depending on its particle sizes and concentrations and its combinations with other factors like cloud cover or humidity. If the dust produced large cloud nuclei, rainfall could increase; if the resulting clouds were composed of very fine droplets, rainfall might be inhibited. Most authorities believe that there are few data on which to base a conclusion (Hansen and Lucas 1990). The effects might be global, but are more probably regional, as within the Sahel, where dust certainly cools the ground, and may play a significant role in generating rainfall (Meyers 1982). Any of these climate changes could drastically affect all kinds of geomorphological processes, but to enlarge on these effects would take this discussion far beyond its remit.

Dust also causes much more immediate problems, and it is on the alleviation of these that this short section focuses. If dense enough, clouds of dust can be a considerable hazard, as on airports and roads (Burrit and Hyers 1981), let alone to radio and television communication, and it can cause disease, both per se to the respiratory system of (people and animals). and when it carries salts, fungi and bacteria. (Leathers 1981). It is, finally, an aesthetic concern.

The first task in a control strategy is to discover what creates dust. As in all applied aeolian geomorphology, there are three sets of influences: meteorological, surgical and cultural (the last being discussed below). The relative importance of the meteorological controls such as wind speed, and surface controls such as grain size and moisture are discussed in Chapter 4.

The artificial production of dust

The relationships of wind speed, drought and land use are hard to disentangle, for they work in different ways in different areas, at different times and at different scales. While some studies at the continental scale, and for runs of a few years, implicate wind speeds and perhaps drought as major controls (Gillette and Hansson 1989), others find that it is farmers, ploughing particularly vulnerable soils who should bear the main responsibility. Farmers can encourage dust production in two ways: first, merely by clearing the land and reducing its cover; and second, by breaking up soil aggregates during the machine working of dry fields (Gillette et al. 1992). Around Lubbock, Texas, and in Arizona, for example, machine working is the main dust trigger (Brazil and Brazil 1988; Lee et al. 1993). The phenomenal growth of centre-pivot agriculture in the western United States, with large fields, few windbreaks and extensive use of machinery, is also thought to have been a major factor in increasing dust emissions (Breed and McCuskey 1986). But even here the analysis is not simple, for House's (1980) study of soil-busting on the High Plains showed a complex interaction of natural and cultural controls. The pattern of over- and under-reaction, so familiar to the history of applied aeolian geomorphology, was at work yet again.

For the United States, it is estimated that wind erosion and tillage produce about one-hal of all mineral dust, another major source being traffic on unmade roads (Gillette et al. 1992). Vehicle-generated dust, even in peacetime, is a major nuisance in many Middle Eastern towns, where vehicles are numerous and where there is free access to the desert (Jones et al. 1986). Plains of dust, emanating from vehicles travelling across the desert, can be detected on satellite images. Yet other culprits are construction sites (Nakata et al. 1976), mines, areas deforested for firewood, and battlegrounds -- both real as in the 1940s (desert war of the United Kingdom, Australia, and the United States) and in the Gulf War, or in military training grounds (Marston 1986).

The desiccation of the Aral Sea, mainly because of the abstraction of irrigation water from its feeder rivers, has produced a further and large new source of dust. This dust is highly saline, and may be producing major soil changes in the surrounding zone, let alone its effects on human health. Akim et al. (1992) quoted Glaze's (1990) estimates that on average 8 200 tonnes of salt were being deflated per square kilometre from parts of the desiccated sea bed. The drying out of desert lake basins in the western United States, particularly Owen's Lake in California, largely because of water abstraction for domestic, agricultural and industrial use, has had similar dust-creating effects, though on a smaller scale (Gill 1995).

The control of accelerated dust production can be divided, like all the issues in this chapter, into two strands: technical fixes at the small scale; and social measures at the large scale. In both, zoning plays an important part, for more dust is produced, by any activity, from vulnerable soils (generally, those that are fine-textured), and these should therefore be mapped and given special attention, of whatever kind.

There has been little research into the problem of dust in desert towns, serious though it may be. Péwé et al. (1981) estimated that 54 000t of dust entered Phoenix, Arizona, from the surrounding countryside...
in the 1972–73 season. P. Davison (pers. comm.) found that desert towns trap the dust in their interstices, so that they can clean up a dusty wind in some circumstances. He believed there to be two main ecmes where research might alleviate the problem in Doha, the capital of Qatar, which suffers high levels of dust in the summer. Locally generated dust is added to the stream of dust being carried from the north-west on the strong shalal wind. The construction work that considerably increases these inputs, mostly from newly developing areas on the periphery of town, could be controlled by spraying (see below). Second, the shape of buildings, their relations to each other and their orientation, can materially alter their propensity to pass dust onwards or to trap it. Simple changes in design, based on aerodynamic principles, could alleviate these problems (Cooke et al. 1982).

Technical control of dust production

Control techniques for agricultural dust production include many that are also used for wind erosion. Techniques more specifically for dust control include the spraying of various substances, also used to control desert dunes, but there are many others. Much of the research has concerned situations like dusts of mine tailings or fly ash from power stations, where large amounts of dust can be generated in places close to habitation, and where companies are worried about being sued for damages and about their image. There have been three approaches here. First is the shaping of the dust to reduce wind erosion forces (Hunt and Barrett 1989). This work is related to the research described in Chapter 5 on speed-up over sand dunes. The conclusion is that ramps should be longer in the wind-parallel direction than across the wind. Second is the manipulation of surface roughnesses with inert objects or vegetation. A third technique, applicable especially to dry lake beds as at Owen’s Lake in California, is to control saltating sand that initiates most dust entrainment (Chapter 4) with fences or strips of vegetation (Fig. 9.6; Cahill et al. 1995).

Managing coastal dunes and dunes in semi-arid areas

This section discusses together the management of coastal dunes and dunes in semi-arid parts of the world, for although their cultural context is very different, the technological and science are very similar. The constraints associated with the different cultural contexts are discussed later in this chapter.

Problems on coastal dunes

Coastal dunes can be associated with major hazards. If the dunes on the Dutch coast were ever breached, not an unlikely event, there would be catastrophe. In the landses in south-western France, the church tower at Mimizan was at one time buried in 16m of sand (Fenley 1948). But often, as with so many of the hazards in aeolian geomorphology, the threat, though real, is overestimated. It was claimed, for example, that a great storm in 1694 buried a manor house and six farms in the Calvian Sands in Morayshire, though Edlin (1767) believed the story had been somewhat embellished. Further apocryphal tales of buried villages are found for Forvie in Aberdeenshire, Gower in South Wales, Legz in the Landes and at Tved on the south Jutland coast of Denmark, each tale suffering exaggeration somewhere in the retelling (Blanchard 1926; Lees 1982; Skarregard 1989; Robertson-Rintoul and Ritchie 1996).

The measured judgement must be that, though seldom as cataclysmic as some of the versions of these stories, the protection that dunes provide against extreme storms is substantial (Nordstrom and Gares 1990). While coastal dunes survive, they provide protection to the whole of the province of Holland, to much of lowland Lancashire and to many other valuable areas. Coastal dunes are a dynamic component of the barrier islands that line the Atlantic and Gulf coasts of the USA and many other coastal areas, and are therefore also an integral part of the management of these valuable sea-defences (Leatherman and Zarembo 1987). Moreover, the costs of the burial and exhumation of buildings is a very real problem, though small in each case, can be very large in aggregate. The potential real costs and benefits and the symbolic value of controlling the imagined hazards of coastal dunes are effective stimuli to discovering efficient means of control.

Another impetus to understanding is that many coastal dunes are at the same time a valuable resource. They cover huge areas in total, and many are in strategic positions. A quarter of the southern Australian coast is backed by dunes (Short 1988). The whole of the Belgian coast is lined by dunes, as is 80 per cent of the Dutch coast and most of the German and Polish coasts, all of the west coast of Denmark and vast stretches of coast in France and the United States. In Great Britain, which is not specially well endowed, coastal dunes cover 56,300 ha or 1 per cent of the total land area (Fig. 9.7). Coastal dunes underlie a large proportion of cities such as The Hague, Durban and Tel Aviv. They are also as natural underground reservoirs for domestic water supply in many parts of the world. In Holland four million people draw over 40 × 10^6 m^3 yr ^{-1} of water from sand dunes, which are recharged artificially, and which act as natural filter beds (van der Meulen and Jungersius 1989).

In the densely populated European countries, coastal dunes were the last reserves of unused and accessible space in the periods of international conflict or economic expansion in the nineteenth and early twentieth centuries, and were therefore commandeered by state enterprises such as military training grounds, forestry, defences against invasion, ports and industrial estates. One of the largest forestry planting schemes ever undertaken, in the Landes of south-western France, was on coastal dune land. Napoleon appointed an engineer, Bremondis, to reclaim the Landes in 1787. The new forest covered nearly 1 million ha by 1892 and now covers about 9000 km^2 (Lowdermilk 1944). Other large plantations, though none as massive, occur in the Calvian Sands of north-east Scotland, in western Denmark and on the Baltic coast of Poland. Some coastal dunes are valuable sources of sand for concrete. In northern New South Wales and southern Queensland, beach sands, rich in zircon and rutile, have been mined from coastal dunes since the 1940s; perhaps 5 per cent of a 1000 km stretch of coast will eventually be mined, leaving potentially massive devastation (Clark 1975). Coastal dunes are now threatened by mining for titanium in southern Madagascar.

Coastal dunes are, furthermore, one of the most intensively used recreational resources the world over (and thus one of the most commercially valuable). Many square kilometres are covered with holiday homes. Seventy per cent of Belgian coastal dunes are built up in this way (de Ruije 1989). Because of the simplicity of their ecosystems and their selection to illustrate a particular concept of successional theory in many ecology textbooks (Ranwell 1972), coastal dunes also attract thousands of students each year on field courses. They are a valuable wildlife habitat, with distinct and sometimes rare species (Doody 1989). They are attracting renewed interest because of their role in coastal protection during possible sea-level rise in the twenty-first century. All this interest, much of it conflicting, focuses on one of the most fragile of environments.

The threats to and values of investments, real or imagined, that are inherent in many coastal dunes in the developed world are potentially so great that they have created a strongly conservative attitude in managers, and this in turn has influenced the science and technology of control. But, whether restrained or innovative, scientific understanding is essential to the management of coastal dunes. It can be utilized at two
Chapter 5. Four characteristics have practical significance. First, dunes and beach are in close connection: a change in one is rapidly passed on to the other. If artificial groynes lead to the accumulation of beach material, for example, the dunes behind will grow soon after (Nordstrom et al. 1986). Second, most sediment is moved only in brief, rare storms. Third, in general, it is storm waves that do the most damage to dunes, not the wind that the wind can be used to repair the damage. Fourth, in the great majority of cases, there is a marked decline in the amount of sediment in transport as one moves inland from the beach, so that sand-fixing devices are generally much less necessary inland.

This last observation is the basis of a useful division of coastal dunes into three management zones: I, the active seaward zone; II, a zone with a mosaic of very active and completely vegetated patches; and III, a densely vegetated, even forested inner zone (Jungerius and van der Meulen 1988). This reflects Passey’s division into ‘primary’ dunes close to the coast and ‘secondary’ dunes inland, as explained in Chapter 5.

The outer zone (Zone I) is generally narrow, though in transgressive dunes it extends many hundreds of metres inland, as explained below. Parts of the second and sometimes even the third zones can be expected to be without vegetation, quite naturally, and even in quite humid climates. Blowouts appear and disappear in these zones, but need not be seen as unequivocal signs of widespread reactivation, or as in need of emergency stabilization (Jungerius 1989; Carter et al. 1990).

The necessary type of management activity at this small scale varies by zone. In the active, seaward zone the main objective is to trap mobile sand (usually after a storm has breached the foredune) either mechanically or with plants (if management is needed at all). The eroded method of building dunes in this zone is to create them with bulldozers, but there are more subtle and less expensive methods, of which the building of sand fences is the main one. The nearest analogue for designing fences to trap sand is the design of snow fences to protect highways and railways. The accumulation of sand (or snow) around an obstacle is a positive function of two factors: (i) the Froude number,

$$F_r = (u_s - u_o) / gh^{1/2},$$

where $h$ is the height of the obstacle, $u_s$ is the shear velocity, and $u_o$ the threshold shear velocity, as defined in Chapter 2; and (ii) the concentration of sand in the wind (Iversen 1986a).

Although knowledge of the design of sand-fixing fences on the European coasts is now centuries old, there are still gains to be made from research. Manohar and Bruun (1970) quoted earlier studies in which it was found that fences with a permeability of about 90 per cent were the best for sand trapping (although no sand is trapped by such a fence in winds greater than 18 m s$^{-1}$). In a wind-tunnel study they found, among other things, that two fairly closely spaced parallel fences were better than one, and that the optimum position of the fence in front of an existing dune depended on the ambient wind speed. Other research has shown that zig-zag fences create wider, lower, more manageable dunes than straight ones, and are more likely to trap sand brought by winds from a variety of directions (Watson 1990).

Experimental observations of accumulation round a fence with 38 per cent porosity showed that sand collects on the windward side of the fence, and soon finds its way through the interstices, creating a dune in the lee (Willets and Phillips 1978). The crest of this dune is further from the fence in higher winds (Iversen 1986a). In many situations, 1.5 m high fences can be overtopped in one season. Because the growing dune itself begins to act as a fence, and since trapping ability varies as the height of the total obstacle, successive fences on top of the same fence trap more and more sand (Watson 1970). The dune may, therefore, grow to many tens of metres in height if the fences are repeatedly replaced. The ultimate height may be controlled by the depth of rooting of plants or the greater speed-up of the wind over higher parts of the growing dune (Rasmussen 1989).

The choice of plants as sand-accumulators in this mobile zone is restricted, although there are other species that work and burrow in sand, and have been used from time to time, only the grass Ammophila arenaria (marram grass) can grow with confidence (Chapter 5). Even in the fourteenth century, special regulations covered the planting of marram in the Netherlands (van der Maarel 1981), and marram or ‘esel’ was Breton’s main tool for fixing the dunes of the lands in western France in the nineteenth century. The grass, a native of north-west Europe, has now spread across the world in this role, including the United States and Australia. Most authorities agree that it does the job better than its North American relative A. breviligulata, which is nevertheless sometimes used (Chapter 5).

In planning schemes, the spacing of the plants can be critical, as can the way in which the roots are
arranged, be it vertical or horizontal. Fertilizer treatment or stabilization with organic matter can speed growth. To help maintain the few slopes that are little affected by much wave energy, or to protect the sand out of the growing season, surfaces can be protected with brushwood (in many cases discarded Christmas trees, some doubtless planted first as windbreaks, as discussed for straw fences (or with sandy cultures, see below). Even in the nineteenth century a kind of folk knowledge had been acquired in France about these methods. After nearly two centuries of systematic dune fixation in Europe, there is now a weighty body of knowledge on these matters, and many good handbooks (for example, Ranwell and Bour 1986; Ritchie 1989).

Dune fixation, by whatever means, is not always wholly beneficial. Dunes may trap sand that would have moved along the beach, and thus accelerate erosion at a point down-drift or downwind, by robbing it of sediment, as in New Jersey (Nordström and Garex 1990). On the southern South African coast, 'courageous' management plans have sanctioned the denudation of some coastal dunes in order that a 'natural' system of sediment transfer can resume and feed sand to beaches that had apparently been starved of sand by earlier planting programmes (Swart and Reyneke 1985).

Thus, even at this scale it is impossible to eliminate cultural influences. There are many more examples. In some cultures, for example in the Netherlands, coastal dunes are managed centrally, and uniform policies extend over long stretches of coast (Arens 1994). In parts of the United States, such as Long Island, in contrast, the dunes are managed piecemeal by the owners of the nearest property, usually a beach house. In this case there is enormous variability in the degree, type and effectiveness of defences and the dunes they generate (Nordström et al. 1986).

A zone is the management of the 'cliffing' of dunes by storm waves (Chapter 5). Two extreme conditions can be foreseen. Cliffing has to accommodate the outer dune slope so that it is better able to accommodate extreme waves. Engineering models can predict the appropriate configuration, and appear to be successful (summarized in Sherman and Bauer 1993). Over-protection of a dune, with no regard to dune–beach interaction, may create an artificially steep beach profile, which may then be very vulnerable to wave attack (Sherman and Bauer 1993). In many cases, a policy of 'managed retreat' might be better and more appropriate.

Inland from the mobile zone, marram ceases to thrive and is replaced by a community of other plants (whose species composition is very different in different parts of the world) underlain by successively more acid soils (Chapter 5). These communities and soils are very vulnerable to some kinds of disturbance. The A2 horizons in the soils are usually leached and loose, and can be destroyed by deliberate physical clearance, as by ploughing. Podzolic horizons lower down the soil profile may be so dense that they considerably impede drainage, creating saturated conditions in winter. One of the great breakthroughs in the reclamation of the Landes in south-western France in the nineteenth century was the discovery that drains cut through B2 horizons (the hard black 'allot') could dry out the soil enough to allow trees to grow and to control malaria (Lowdermilk 1944). These new plants invariably need to be watered for quite a few years before they establish and need to be fenced against domestic stock and the poor seeking firewood, browse and hay. This needs a well organized workforce (which is not always forthcoming).

Technical aspects of coastal dune management on a large scale

Three sets of problems arise if the coastal dune management moves beyond sand fences and planting schemes. Three are in fine-tuning the management of zones intensively so that damage does not reach unacceptable proportions. Paths can become overcrowded, and their use rotated, or fertilized and sown with hard-wearing species. If usage is expected to be heavy, artificial surfaces, like boardwalks, can be laid. When all else has failed, the techniques of sand fixation that are used on the mobile edge of the dunes can be employed, though with more conventional grass species than with marram (Ritchie 1989). In many cases, dunes have been afforested, though this has usually been more for timber than for protection, even when protection has been the excuse (Bollin 1976).
many parts of the world, as in the Netherlands, beach dunes (such as groynes and other measures to restrict littoral drift) can restrict the supply of sand to the dunes, and even accelerate their decline (Arens and Wiersma 1994). Unreplenished coastal dunes cannot last for ever.

In addition to erosion by the sea, the processes of decay in coastal dunes include the leaching of soils, slope processes, gradual dissipation inland and erosion by streams. Coastal dune management, in this perspective, is neither more than postponing an inevitable decline. Many authorities worldwide are adopting a policy of ‘managed retreat’ in the face of these problems. It is argued that a constant battle with the sea must inevitably build even greater problems in the future, especially during rare storms. But as the scale of management increases, so does the saturation of political, economic and aesthetic considerations. These are discussed on the following pages.

Coastal dunes and global warming

Coastal sand dunes, if very vulnerable if CO₂ concentrations in the atmosphere were to increase, and by causing global warming, raise sea levels and alter climatic patterns. Although coastal dunes would inevitably be affected, the nature of the change is not clear, and it is unlikely to be the same for all dunes (van der Meulen et al. 1991). Those coastal dune systems that are isolated from sand supplies (either artificially or naturally) would be the most vulnerable. Dunes would be eroded by waves more often, and would recover more slowly in the absence of new sand. Another vulnerable set of dunes are those that have been artificially maintained against erosion. On one of these, Cape Hatteras in the eastern United States, it is estimated that, if unmanaged, there will be a loss of 22 per cent of the dune system by AD 2000, and if sea levels were to rise further, 70 per cent of the dune system would disappear (DeKemp et al. 1991).

Quite another picture emerges where there is the possibility of sand reinforcement, onshore or offshore, which is often the case. In these cases a more complex scenario is more likely, in which higher sea levels and greater storminess would increase erosion on some parts of the coast (particularly on vulnerable soft cliffs), and feed it to an intensified system of longshore movement. Some coastal dunes, particularly those at the distal ends of sediment transport systems, might then be engulfed in new sand. If this did not bury marram (whose growth may at the same time be stimulated by increased CO₂ and rainfall), larger dune systems, perhaps at somewhat more landward sites, would result. (The rates of burial that marram can survive are discussed in Chapter 5). If there was a sudden increase in supply, burying new marram, then dunes might be reactivated on a large scale and themselves become a hazard (Carter 1991). This is what seems to have happened on many coasts at the end of the Pleistocene, when rising sea levels are said to have resulted in large amounts of sediment, although this sudden burial might have been in response to the very abrupt nature of the climate change discussed in Chapter 8 or to other distinctive climatic conditions of windiness or aridity.

These changes in coastal dunes in response to climate change are unlikely to be the only ones, for there may be more salt spray in stormier conditions, killing some plants, and erosion might lower water-tables creating drier conditions and also killing plants (van der Meulen et al. 1990) (though it could also raise the water-table along with the general rise in sea level). Higher temperatures might desiccate soils and have a similar effect, but, in combination with higher levels of atmospheric CO₂, might increase the rate of plant growth (depending also on rainfall). A decrease in the cover of vegetation would release more sand to the wind. These various processes cannot be expected to act in the same way on all coastal dunes, and there will doubtless be complex and poorly anticipated interactions between ‘natural’ processes and the measures taken to combat them.

The management options to deal with these changes are also various, depending not only on the way the coast reacts to change, but also on the likely economic and symbolic impact. The options are ‘managed retreat’, selective control, full control, and even reclamation (van der Meulen et al. 1991).

The control of sand dunes and drifting sand in deserts

The drylands present yet another distinctive natural and socio-economic context within which applied aeolian geomorphology must operate. Two elements are familiar: the tendency for exaggeration, as in the stories of lost oases and even lost Roman legions in north-eastern Egypt (de Lancey Forth 1930); and the
presence of real enough threats beneath the blister. The dangers have some distinctive characteristics in deserts: sand and dust are much more mobile than in wetter climates and plants are much more difficult to keep alive. On the cultural side, however, there are some positive features: many deserts today share a singular characteristic in that money is not the extreme constraint that it is in most of the other spheres discussed above. The reason is oil, for many of these economies depend on maintaining oil supplies from areas suffering aeolian geomorphological problems, and oil generates the wealth with which these and other problems can be tackled.

There are two categories of aeolian problem in the drylands. One, excavation of loose soil by the wind, as around telephone poles and houses, though locally irritating, is by far the less serious, and is not discussed further. The other has to do with moving sand, either in saltation (piling against objects, blocking culverts, making driving hazardous, interfering with machinery or abrading all manner of things) or as moving dunes which bury installations. Both processes only occur where winds are strong enough and where there is abundant loose sand (in perhaps a quarter of the arid lands). In these situations, blowing sand can be a problem in almost any seasonal pattern of winds, but moving dunes are only a significant issue where winds blow from one dominant direction, in other words in areas with transverse dunes and barchans (Chapter 5). Examples are Peru, the Atlantic coast of the Sahara and the Gulf Coast of Arabia.

Folk science

For all the new technology that oil has brought, the management of sand in these environments relies first on cheap, time-tested, folk technologies. Populated oases in the Old World deserts have used techniques to withstand blowing sand and moving dunes for thousands of years. In some places, it is true, gardens can be abandoned for the few years during which they are buried by a moving dune, and brought back into cultivation when they reappear (possibly even benefiting from the fallow period) as at Faya in Chad (Capot-Rey 1957), but most oases could not have survived without routines for protection from burial.

The commonest of these ancient techniques is a fence of date-palm fronds (Fig. 9.9). Though evolved independently of the fences used on temperate coasts (described above), the successful designs share many characteristics. Most of the oases in the Sahara and Arabia are surrounded by walls of sand that accumulate around these fences, some up to 40 m high (Wehmeier 1980). Growth of 1 m yr⁻¹ has been reported (Achnich and Homeyer 1980). Though they may hold back the sand in some years, they cannot offer permanent protection. The varying fortunes of the palm gardens are partly due to the inevitable failure of some of the fences. In the huge El Haya oasis in eastern Saudi Arabia, it has been estimated that 3.3 km² of palmers were lost over 50 years, despite fences. The problem at El Haya is at least 2000 years old (Hidore and AlBokhair 1982).

Sand fences have by no means been superseded, but date gardens have now acquired much greater commercial value. They, their installations and dependent villages are now joined, as objects of protection, by even more valuable installations like oil wells, pipelines, factories, ports, suburban housing and railways and metallled roads. Oil companies and national governments have been investing large sums, over many years, in researching and then providing protection (Kerr and Ngira 1952).

New approaches to protection against sand drift and dune encroachment

As soon as metallled roads and railways were built in these environments, they needed protection. The first principle of protection is avoidance, which is a real option in the vast open spaces of the desert, and with structures like roads which are not rooted to water sources (like gardens). Routes running parallel to the drift, or ones in zones where there is little drift are clearly advisable. To avoid drift, one needs to know its volume and direction, and this can be discovered by analysing the distribution of local source areas (such as dunes) and wind direction and speed, although wind data in deserts are not always adequate to the task (Jones et al. 1986). In general, the control of failure of the source of the sand, as might be done for dust abatement (see above), is only possible in the rare cases where the primary source is local (for example, a river wash). Most local sources are fed from more distant ones, so that local control is only temporary, and has to be repeated ceaselessly. Most primary sources are too huge, too distant or too mysterious for control to be contemplated.

If avoidance or removal is impractical, defence is necessary. Some of the methods for preventing the burial of routes by sand depend on modern applications of folk understandings. A hoary piece of this kind of folk science was built upon by the celebrated ‘sand engineer’, Si Belkacem, in El Oued Souf in Algeria in the 1920s. He knew just how and where to protect roads with low walls of sand, covered with earth, presumably knowing local sand streams and the rudimentary aerodynamics of fences (Mason 1961). The ploy used by plate-layers on the Peruvian railway in the early twentieth century is another case of applying a visceral understanding of aeolian processes. They spread loose pebbles and grit thinly on the surface of approaching barchans. The dunes sagged and dispersed, leaving the sand to saltate harmlessly over the track, rather than blocking it as a dune (Bailey 1907). Stones at a certain critical density presumably increase the rate of erosion by encouraging turbulence, as shown experimentally, much later, by Logie (1982).

If zones of moderate sand drift have to be crossed, it was appreciated quickly that there are some general design guidelines. It is better to run a route across land that gently rises in the direction of drift, where sand movement is accelerated; it is better not to create twists or pockets, like narrow cuttings or bridge embankments, that can accumulate sand, rather to allow it to pass quickly over the route; running the route on top of an embankment with smooth side slopes of between 1:5 and 1:1 accelerates flow and moves sand quickly over the top (Stiph 1992).

Another well-tried method, for routes or other installations, which can be extended with the use of machinery, is to reduce the erodibility of the surface. The oldest and most familiar method is spraying with water. The method is still used in many towns to ‘lay’ sand and dust, and it is recommended in humid climates to lay dust down on dunes so that they can erode and supply sand and dust. and it is

![Fig. 9.9 Palm frond fences protect a small oasis palm garden in Algeria.](image-url)
permits more area to be covered with the same volume of stabilizer, and, carefully done, can be almost as effective as blanket spraying. Sprays need to be carefully chosen for particular soils, depending on their texture and content of organic matter (Watson 1990).

Sprays can be used in many different ways. One tactic, advocated in an early study by Kerr and Ngira (1952), is to spray the upwind side of a dune to immobilize it, ensuring that sand is rapidly transferred up and over the immobile mound. This transferred sand creates a lee dune, for the original dune now acts as a fixed obstacle. More sand is thus trapped than would otherwise have been, and the problem is postponed until the next dune arrives. Another, more usual tactic is to spray swaths of sand alongside roads or upwind of installations, hoping to cut the sand supply. Relief depends on the extent of spraying, but even this method cannot bring permanent protection. Besides, sprays, though cheaper than they were, are as expensive as, if not more expensive than, spreading earth mechanically, and give no more permanent protection. This has not prevented well over 50 km² being treated in the former USSR. In Saudi Arabia, one company alone sprayed 35 km² between 1978 and 1983 (Watson 1990).

Recent years have developed many more tactics and devices, such as pits, wider than the common sandulture jump length, to collect sand (though these need to be constantly emptied); solid panels that divert it away from particularly sensitive places (angles of 35°-40° to the prevailing direction of sand movement are recommended); rough surfaces to trap sand; smooth ones to encourage its movement; or aerodynamic modelling of surfaces to generate faster sand movement. Sand-trapping fences can be improved upon with various new materials (Sipho 1992). Still, none of these methods eliminates the problem; they merely alleviate and postpone it (Watson 1990; Sipho 1992).

Planting bare sand, where there is a supply of water (from sparse rain, surface irrigation water or ground water) is a better, though still imperfect option. If the plants can be protected from sand drift as they establish, it is more permanent and provides multiple benefits (like firewood). Unlike the planting programmes in coastal dunes, grasses are seldom suitable as the primary plant in desert schemes, for they are buried quickly, root shallowly and rarely retain enough foliage through the year to act as perennial sand traps. Bushes and trees are more successful, though care must be taken to plant them at a density sufficient to reduce rather than to increase sand movement (by funnelling the wind between clumps). Some tree and bush species can tolerate only occasional watering and even quite saline irrigation water. Tamarisks, Acacias, Prosopes, Casuarinas and Eucalyptus are widely used. There is a large literature to help the manager in choosing the right species (Kaul 1983; Busche et al. 1984).

The vast scale of some planting schemes in the oil-rich states can be gauged by the one at El Hasa in Saudi Arabia, where a belt of sand some 5 km across was planted in the early 1960s. In only the first phase 500 ha of moving sand were planted with five million trees (Adshnich and Honeyer 1980). They were irrigated for the first five years to allow roots to reach to the water-table. In the Chinese deserts, there is a major programme of similar kinds of planting alongside railways to protect them from sand encroachment, and these plantations need extensive irrigation, at least in their early years (Kebin and Kaigo 1985). Massive irrigated planting, for the same purpose, is easier to achieve along irrigation canals in the desert. This has happened along the huge Indira Gandhi Canal in Rajasthan in India and along the Kara Krum Canal in Turkmenistan.

When all else fails, and the installation is valuable enough, there are two further solutions. The first is simply the removal of the approaching dunes. A principle from Chapter 5 is worth recalling: small dunes travel faster than larger. Small dunes, therefore, are the more immediate danger; large ones are a bigger, but a longer-term problem. This also means that to reduce the size of a dune is simply to accelerate it. Removal can be achieved with the aid of the wind itself, as when dunes are reshaped to encourage dispersal or sand trapping (Watson 1990), but the usual approach is much less reliable, namely bulk movement or sand trapping (Watson 1990; Stipho 1989). Massive irrigated planting, for the same purpose, is easier to achieve along irrigation canals in the desert. This has happened along the huge Indira Gandhi Canal in Rajasthan in India and along the Kara Krum Canal in Turkmenistan.

When all else fails, and the installation is valuable enough, there are two further solutions. The first is simply the removal of the approaching dunes. A principle from Chapter 5 is worth recalling: small dunes travel faster than larger. Small dunes, therefore, are the more immediate danger; large ones are a bigger, but a longer-term problem. This also means that to reduce the size of a dune is simply to accelerate it. Removal can be achieved with the aid of the wind itself, as when dunes are reshaped to encourage dispersal or sand trapping (Watson 1990), but the usual approach is much less reliable, namely bulk movement or sand trapping (Watson 1990; Stipho 1989). Massive irrigated planting, for the same purpose, is easier to achieve along irrigation canals in the desert. This has happened along the huge Indira Gandhi Canal in Rajasthan in India and along the Kara Krum Canal in Turkmenistan.

When all else fails, and the installation is valuable enough, there are two further solutions. The first is simply the removal of the approaching dunes. A principle from Chapter 5 is worth recalling: small dunes travel faster than larger. Small dunes, therefore, are the more immediate danger; large ones are a bigger, but a longer-term problem. This also means that to reduce the size of a dune is simply to accelerate it. Removal can be achieved with the aid of the wind itself, as when dunes are reshaped to encourage dispersal or sand trapping (Watson 1990), but the usual approach is much less reliable, namely bulk movement or sand trapping (Watson 1990; Stipho 1989). Massive irrigated planting, for the same purpose, is easier to achieve along irrigation canals in the desert. This has happened along the huge Indira Gandhi Canal in Rajasthan in India and along the Kara Krum Canal in Turkmenistan.
support of windbreaks had other, much stronger stimuli. In one visionary and mytho-scientific doctrine of the frontier, windbreaks would even have ameliorated the hostile climate of the Great Plains. Subsidies for planting began as far back as 1865 (Griffith 1976), but the most spectacular symptom of the preoccupation was President Roosevelt’s proposal for a 260 km by 3000 km shelterbelt along the 100th meridian (Zon 1935). The plan was uncannily like equally misconstrued projects for trans-Saharan greenbelts in the 1970s and 1980s described below. Although the Roosevelt plan never materialized, there were, at the maximum in the 1930s, some 65,000 km of shelterbelt on the Great Plains (Fig. 9.11). Frontier symbolism must have been the driving force, for there has been little or no analysis of gross benefits (Riebsame 1987).

Capitalism was another strong element of the prevailing culture. It bound farmers to bankers and to salesmen of machinery, both of whom had agendas quite unrelated to the environment. It also signalled a need to maximize food production for the market, and the market had different and dissonant rhythms to those of the climate. Worster (1979) argued that the Dust Bowl was to be blamed much more on capitalism than drought, wind or soil farmers, driven by needs for short-term gains, speculated and lost. Their capitalist culture required unfounded optimism about the weather and disregard for long-term stewardship.

North American capitalism changed only in degree, not in kind, in the later part of the century, for there is still much the same kind of agricultural economy, and as has been seen, wind erosion is still very damaging. The link between prices, ploughing and erosion is striking. In 1933-1934, as in the Dust Bowl, farmers were stimulated by good prices to gamble. They ploughed up 3.6 million new hectares for crops, but again they lost the gamble: there was a winter drought and 20,000 ha of the new ploughings on the Great Plains suffered losses of 40 and 380 ha “1 yr” (Grant 1975). Capitalist economics may even have been winning over the frontier myth in the 1970s, for many of the early windbreaks were dying or being grubbed up (Sorensen and Marotz 1977), though the pattern of loss was very variable. Agricultural sprays, maintenance costs and the needs for bigger fields were among the reasons. Symbolism has in places withered to an indirect stimulus, as in the planning of rows of Christmas trees which was one of the few major forces behind shelter-belt planting in the late 1970s (Griffith 1976).

Science and culture in wind-erosion control

To understand the cultural relativity of North American wind-erosion science, one needs to compare it with that of another advanced scientific culture. The Soviet Union was the other major economy in which wind erosion was a serious problem, for the Russian and central Asian steppes have had a long history of accelerated wind erosion (see page 150 and the discussion about dust). It came to a head after hasty ploughing of 98.4 x 10^6 ha of dry virgin lands in the Trans-Volga, western Siberia and northern Kazakhstan between 1933 and 1960 (in a vain bid to oust the North American economy). Massive losses of productive area were the consequence (French 1967). One-third of the agricultural land in the Kustanay Oblast in Kazakhstan was lost to wind erosion between 1934 and 1937; and, large as this area was, it was only one among many other seriously damaged areas.

The Soviet cultural background, however, was rather different to that of North America. Here the approach, though also suffused with modernism, existed in an otherwise rather different political culture. As in America, modernism accorded a high status to science, and demanded huge fields, mechanization and mass production. But Soviet agronomists argued, like Worster, that it was the capitalist search for profit that had brought about the American Dust Bowl; they believed that the communist experience would be different (Vilenški 1963). Their most spectacular Soviet project (part of ‘Stalin’s Plan for the Transformation of Nature’) would have far outdone Roosevelt’s dream of a shelterbelt along the 100th meridian. It would have dissected the steppes and even the deserts with massive windbreaks, for which Lysenko promised trees that would be suitably genetically engineered. In the event the schemes covered little more than a few hundred square kilometres (Fig. 9.12).

The USA and the USSR had very different systems of agricultural extension. In Roosevelt’s New Deal and its successors, ‘The Great Plains Program’ was a package of on-farm subsidies for things like shelter-belts, set-aside, price supports and advice (Riebsame 1987). Farmers weighed the costs and benefits of soil conservation, not always an easy equation in the erratic capitalist market, and when economic rationale conflicted with conservation, as it often did (Held and Clawson 1965), the slack was supposedly taken up by the state. As capitalism softened, more social controls were introduced, in the United States
and in other advanced capitalist economies in dry lands, like Canada and Australia (Loopy 1991). In the Soviet Union, Stalinist thinking persisted under Khrushchev, soil conservation still being a matter of state decree and ideological indifference. Brezhnev allowed more local autonomy, more grass leys and less damaging ploughs. Under Gorbachev, there was even talk of fitting Western-style economic management to soil conservation policies (Stebelski 1985).

These huge cultural and technical contrasts highlight the way these different cultures influenced the science itself. The argument that science and ideology were linked was a major part of Soviet ideology, and was forcefully restated by early Soviet soil scientists, who believed that talk of the fragility of the soil was no more than "the humanity-hating writings of neo-malthusians" (Vilenski 1963). For them, drought was due simply to mismanagement. Although the idea of cultural relativity in science was generally ridiculed in the West, it is not difficult to see that the WEQ was a product of North American culture. For a start it was implicitly individualist, being applied on a field-by-field basis for farmers who were free agents. The WEPS is also specifically designed to apply at the field scale (significantly termed "the accounting region" in the WEPS). The difficulties in quantitatively estimating wind erosion rates, discussed above, explain why there have been very few regional surveys in North America. Soviet culture, depending more on centrally-controlled decision-making, put more emphasis on Union-wide surveys, despite their dubious value (Zachar 1982; Stebelski 1985).

Wind-erosion control in the context of desertification

Cultural contrasts are even greater between either of these two cultures and those in Africa (where there is actually a much wider range of cultures than in either the USA or the former USSR). In the 1970s and 1980s, the driving phobia in Africa, at least among expatriate scientists, was desertification. The expatriate campaign against desertification, such as it is, has depended heavily on sweeping overviews of damage, a style closer to that of Soviet geographers than to that of North American agronomists. The overviews purported to show huge parts of dry Africa to be suffering from wind erosion (Fig. 9.13; UNEP 1992). But the method suffers the same problems as did its Soviet predecessors, namely a paucity of real data. The African surveys were based only on the judgements of experts (as in the Soviet Union), for there are virtually no scientifically authenticated measurements of wind erosion in Africa. Moreover, the scale of the maps is such that they are of no value on a field-by-field basis, the smallest area diagnosed being about 2000 km².

If the existence of wind erosion was being predicted without one reliable measurement, and was being plotted only at grand scales, it is difficult to escape the conclusion that the approach was based on the assumption that African farmers and pastoralists were inherently destructive, and that only extensive intervention could solve the problem. The experts assumed that most of the problem occurred on pastoral land (as can be seen in Fig. 9.13), the assessment being presumably based on the almost
universal condemnation of pastoralism in the scientific community (until the last decade). But pastoralists may now have been vindicated by the scientific community, among whom a new scientific paradigm recognizes the opportunist pastoralist style as ideally suited to an environment (Ellis and Swift 1988; Westoby et al. 1989; Warren 1995). If the estimates of wind erosion on Fig. 9.13 were adapted to the new paradigm, the map would change drastically, a change that would bring the whole approach into question.

Thus Africa, because poor and dependent on others for scientific advice and environmental aid, is being subjected to inappropriate, often dubious science, largely because it is a product of quite different cultural situations. The market-oriented WEQ/WES approach, described above, would be quite as inappropriate as the Soviet survey approach. It could not be applied directly to undercapitalized farmers, with small fields and intensive labour inputs (and without personal computers). Both of these styles are examples of how foreign, especially ‘modernist’, styles of cultural science can harm rather than benefit Africa, a case made forcefully by Richards (1985). Misdiagnosis can at best misdirect funds and at worst encourage quite inappropriate ameliorative techniques. Richards believed not only action and understanding (including science) at the grass-roots level could bring about effective conservation.

Dust in a cultural context

Many of the North American culture-specific themes that permeated the history of wind erosion control on agricultural fields recur in the history of the dust problem. One might say that the dust problem is the dust control, is the cost of control in a capitalist society. The costs and the benefits of control are rarely experienced by the same people. Farmers (and other producers of dust) would almost always have to incur far greater costs in controlling dust than they could recoup in yields or other forms of return. Townspeople, as in Lubbock, Texas, which is probably the dustiest place in the USA, suffer most of the costs, such as for cleaning and carrying dust to machinery, yet only the farmers (or others) can allay them. The on-farm costs of wind erosion have been estimated to be about 2 per cent of the off-farm costs, and these off-farm costs may be in the order of $4 billion for the western United States (Piper 1989).

One small consolation is that even dust clouds have silver linings, for most dust is quite alkaline (especially that from roads paved, as many are, with loose crushed limestone), and thus can help to neutralize acid (another major environmental problem). Estimates show that alkaline dust is just about able to do this in the western United States, but that it is not up to the task in the eastern part of the country (Gillette et al. 1992).

Culture and the control of coastal dunes

Coastal (and semi-arid) dune management illustrates yet another aspect of the application of aeolian geomorphology: the increasing technical and cultural complexity of issues as the scale of concern expands. The most obvious reason for the need to expand into cultural affairs is that the activity (or inactivity) of coastal dunes has strong cultural controls (though distinction between cultural and natural is seldom easy). The coastal dunes of Gower in South Wales are known to have been reactivated in the fourteenth century when they buried whole villages. Was this the result of a new body of sand finding its way onshore, many years after the last glaciation, from offshore fluvi-glacial deposits? Or was it because of a series of severe storms? Or was it the consequence of the growing of the coastal dune grasslands by local cattle (Lees 1982)? The Landes in southwestern France are said by some authorities to have been transformed during the late Middle Ages when activated by medieval reconquest (Longdill 1914), but the trigger might as easily have been the wind period of the fourteenth century, as on Gower. Neither case is fully resolved.

One of the more significant recent episodes in the history of intervention occurred widely on European beaches in World War II. The damage was done either in direct conflict (as in Normandy) or in training exercises (as on Gower). In Jersey, German coastal defences totally desolate the dune sediment supply (Romerl 1989), but not all these works are so well recorded. Yet farther major hazards are sand mining, in many other places in addition to the Australian case referred to, and from landfills for oil or gas pipelines, as in north-east Scotland and Norfolk. With care, both of these activities can be controlled by planning regulations and any damage can be quickly repaired (Ritchie 1989). Other forms of intervention, such as the construction of sea walls, are usually found on beaches, but in others have been experienced by the world, some of which has been called the ‘natural’ state. Many others owe their existence to sand fences built at some, usually forgotten, period in the past. Dune growth can be at such a rate, in many areas, that a dune can look quite ‘natural’ in as little as ten years (Atrens and Wierenga 1994).

In Florida, as on the island of Norderney on the north German coast and in Florida, by “beach-nourishment”, in which sand is dumped artificially onto a beach to maintain it, some of it then inevitably being blown onto dunes (Endlicher 1992; Peutz 1993). In the Netherlands in particular, but also in some other countries, it is not only the beach that is nourished, but whole dune systems that are rebuilt artificially, by buldozer, with sand taken from the beach, other dunes or from offshore (Adriaanse and Coosen 1991).
It is significant that the main schemes of reclamation or protection of coastal dunes in Europe and the Mediterranean, beginning with the Dutch coast and including the Landes and the coast of Palestine (Tear 1925), have all been at the instigation of centralized states or institutions. Where it was not the state, it was powerful landowners (sometimes in collusion with the state), as in Lancashire and Denmark. This is because the management of coastal dunes at this scale, like that of wetlands, can only take place if there is radical legislation (as in the Netherlands from the fourteenth century and Denmark from 1539) and a large supply of capital (Jensen 1994). Continental-scale implications of coastal dune management may need even larger-scale political involvement: the European Community is already beginning to finance studies and conservation schemes on coastal dunes at this scale (Udo de Haes and Wolters 1992).

The political context of controlling dunes in semi-arid areas

Where desert and desert-margin dune-fixation occurs in developed countries, like the United States or Australia, the problem is little different from coastal dune management, but in the Asian, African and Latin American semi-arid lands the cultural context is very different. It is the same as that in which the dubiously scientific strategy for wind erosion control is being implemented in independent, poor countries of Africa (see above). This context presents yet another aspect of the political economy of aeolian geomorphology: the globalization and bureaucratisation of science.

In the West African Sahel, as in many similar climates and economies, recent droughts, coupled with locally intense usage, particularly round large settlements, have created moving dunes where none existed before, and these are undoubtedly a serious local problem (for example, Besler and Pfirter 1982), but the seriousness of the issue in terms either of income lost or of the length of time to recovery is open to much more debate. The salient feature in the political background of dune fixation in less developed countries, as explained above, is desertification. This bandwagon provides most of the funds, nearly all of them from international aid. The planting of dunes is a major 'flagship' activity in this sphere, for it provides one of the few kinds of scheme that are big enough, quickly enough achieved and photogenic enough to give political credibility. But the projects are mostly directed by remote donors or national governments (most with vague notions about the local environment), and few of their plans bear any relation to the needs or knowledge of local people. In one scheme in the Sudan, the largest item of expense was for fences and guards to exclude local people (Tinkler 1977). Like many others, this scheme was commandeering land that was already being used for other purposes. Other major programmes in this genre have taken place in Mauritania and Somalia, and there are smaller ones in many other Sahelian countries (Fagotto 1987; Go Vandakoye 1990). In China, dune fixation has acquired the same mythical significance as the conquest of the steppes acquired in the Soviet Union, and is managed in much the same fashion. The title of China's case study for the United Nations Conference on Desertification in 1977 was symptomatic: Tame the Wind, Harness the Sand and Transform the Gobi (Peoples' Republic of China 1977).

Dune fixation in these environments is being advocated with little analysis of causes, which, as in coastal dunes, are almost always complex and difficult to diagnose. What little research there has been shows the reactivation of this kind of dune to be controlled by partly by drought, and partly by land use (Severs et al. 1978; Gimblett et al. 1987), in seldom easily predictable mixtures. In Australia there is debate about whether ancient Aboriginal burning may or may not have been the cause (Conacher 1971). In any event, many of the dunes that concern us are the result of the actions of today's people, and their proposals in a cultural context. Difficult situations require different techniques, not only in regard to the means available to tackle problems, but also in relation to how the problems are perceived and evaluated and their role in local cultural and economic processes. As the scale of the enquiry expands so will the scale of these complexities.

Conclusion

Applied geomorphologists face many challenges. They must first ensure that their science is of a high standard, and that the technical solutions it suggests will be proof against a very varied and varied environment. But they also need to see themselves and their proposals in a cultural context. Different situations require different techniques, not only in regard to the means available to tackle problems, but also in relation to how the problems are perceived and evaluated and their role in local cultural and economic processes. As the scale of the enquiry expands so will the scale of these complexities.

Further reading

A number of books cover some of the topics discussed in this Chapter. Cooke and Doornkamp (1990) include a chapter on aeolian hazards in a more general text on applied geomorphology. The books by Cooke et al. (1982) and Goudie (1990) are concerned specifically with the drylands, and include contributions on aeolian geomorphology. Papers by Watson (1985) and Kerr and Nigra (1985) give detailed lists of measures for desert areas. Ranwell and Boar (1986) provide a handbook for the management of coastal dune systems.

It is enough to allow crops on the reclaimed sandy soils.
Aarhus trap: a simple, non-rotating sand trap (qv) composed of a series of chambers arranged above the surface.

Abrasion: erosion by the wind of cohesive materials (as opposed to deflation (qv)).

Absolute dating: dating in years, generally achieved for aeolian sediments by the use of the $^{14}C$ or thermoluminescence (qv) techniques (qv relative dating).

Aeolian geomorphology: the study of the work of the wind in creating landforms.

Aeolianite: a cemented sandstone of aeolian origin. Most aeolianites are rich in carbonate (from whence their Alios: a

Anemometer: a device for measuring the speed of the wind. Aeolian geomorphologists most commonly use cup anemometers (qv) or hot-wire anemometers (qv).

Angle of initial yield: the angle of the surface of a deposit of granular material (such as dune sand) at which avalanching (qv) begins.

Angle of repose (or the residual angle after shearing): the angle at which the surface of a slope made of granular materials comes to rest. On most sand dunes in dry conditions this is between 30° and 33°.

Anti-wetting (or water-repellency): a property acquired by many dune soils in semi-arid and humid areas, whereby they repel water. Anti-wetting is provided by a chemical coating of sand grains, probably derived from plants.

Armoured hot-wire (film) anemometer: an hot-wire anemometer (qv) whose active surface has been protected to survive bombardment by saltating sand.

Attrition: the wear of clastic particles as they collide with each other in transport.

Avalanching: used in aeolian geomorphology to refer to the movement of loose sand on slip faces (qv).

Baghold's kink: the inflexion of the wind velocity profile (qv) caused by saltation (qv).

Barchan dune: a free dune with a crescentic plan-shape in which the crests open downwind.

Barren dune: a barred dune (such as a crescentic dune) with the crescent shaped downwind.

Barrier island: an elongated island, separated from the coast by a lagoon, generally covered by sand dunes.

Beach-nourishment: the artificial 'feeding' of sand onto a beach for coastal protection.

Bedform climbing: a situation in which each subsequent bedform, such as a migrating transverse dune, is deposited onto remnants of its predecessors, and thus 'climbs' over it.

Bedload: sediment that moves along or in close proximity to or in frequent contact with the bed of a stream. Usually taken as the sediment transported by saltation, reptation and creep (qv).

Bimodal grain-size pattern: a sediment composed of two main size modes (occurring in some natural dunes and dune sands).

Bimodal wind regime: a wind regime in which winds blow generally from two directions in a yearly (or daily) cycle.

Blow: colloquial English for a sand- and dust-moving event.

Blowout: an elliptical hollow of bare sand eroded into an otherwise vegetated dune landscape.

Bombardment: the effect of grains in saltation (qv) as they hit the surface on return.

Boundary layer: the depth of fluid affected by the contact of the fluid with a stationary boundary. The contact creates a velocity gradient (qv velocity profile).

Bounding surface: the surface marking the break between the older and newer deposits, often representing an intervening episode of erosion.

Breach: the sharp upper edge of a slip face (qv).

Bulk transport: the transport of sand by the rolling over of dunes (as opposed to transport by saltation across intervening surfaces).

B. C. or $^{14}C$: an isotope of carbon produced exclusively by nuclear bomb testing, which, because maximum production was in the 1960s, can be used as a tracer for measuring rates of soil erosion.

Carolina Bays: rounded lakes found in the Carolinas and nearby states of the USA, thought to have formed by wind action in late Pleistocene times.

Cascading: the process whereby sediment transport increases progressively from the edge of a dune surface, such as an agricultural field.

Chiton: wind-parallel streams of coarse sand at the ripple scale (of the order of a metre wide and a few metres long).

Clay dunes: dunes (such as lunettes (qv) formed of clay, which has travelled to the dunes as pellets (qv).

Clift: the erosion by the sea of the seaward margins of coastal dune ridges.

Cliff-top dune: an anchored dune formed in the cliff zone created by persistent eddies at the sharp crest of a hill or cliff.

Climbing dune: an anchored dune climbing up the windward face of a hill.

Complex dune: a dune on which one fundamental dune type is superimposed on another different type.

Compound dune: a dune on which dune elements of one type are superimposed on larger forms of the same type.

Cooper-Thorn model: a hypothesis which suggests that coastal erosion at the time of rising sea levels releases sand which creates dune fields.

Coulisses: closely spaced rows of crop stalks, designed as a defence against wind erosion.

Coversands: layers of aeolian sand, with few well-developed dune forms. The term is used principally for non-stabilized accumulations of sand in northwestern Europe.

Creep: the slow movement of grains of sand in contact with the surface under the influence of bombardment (qv).

Crest: the summit of a dune.

Crust: a hardened surface layer (generally less than a centimetre thick) on the surface of a soil.

Cup anemometer: an anemometer (qv) in which the speed of the wind is measured by the rotation of arms on the end of which are cups to catch the wind.

Deflation: the removal by the wind of loose clastic particles.

Desert pavement: a pebbly covering of a finer soil, which may be formed partly in some circumstances by the deflation of finer material.

Desert varnish: a coating rich in iron and manganese covering most stable rock surfaces in deserts (and some other locations). The iron and manganese may often be deposited as dust.

Drag: forces exerted by the wind on the bed, usually resolved into: 'form drag' created by the difference in pressure between the upwind and downwind sides of a particle; and 'surface drag' created by shear across the surface.

Drift potential (DP): the potential amount of sand that can be transported at a site (derived from wind data using a sand transport equation).

Dune: a depositional mound of sand-sized particles, sometimes pellets (qv) or snow, created by grain-by-grain movement.

Dune field: a collection of dunes covering between about 0.5 and 30 000 km$^2$.

Dune network: a system of overlapping transverse dune ridges, each adjusted to winds from a different direction.

Dust Bowl: parts of western Kansas and nearby states of the USA which suffered very heavy wind erosion in the 1930s.
Dust devil: a narrow circular pattern of rising concentrations of dust, created by thermal and/or wind-shear effects.

Dust plume: a narrow concentration of dust flowing parallel to the surface.

Dynamic (or impact) threshold: the threshold (qv) needed to maintain movement in already mobile sediment.

Echo dune: a dune upwind of an escarpment and 'echoing' its shape, created by the pattern of flow against the escarpment.

Entrainment: the lifting of sand or dust into the wind.

Eolian: a term used by Keyes to refer to the wind-erosion of large areas, producing level plains.

Episodically active dune: a dune on which sand movement may be at a low or negligible level for long periods, but on which the indicators of lengthy inactivity are also absent.

Erg: a sand sea (qv).

Erodibility: the degree to which a surface can be eroded (depending on its properties, such as its grain size, cohesion, roughness, etc.).

Erosivity: the power of an agent such as the wind to erode a surface (depending on its velocity, turbulence, viscosity, etc.).

Falling dune: an anchored dune on the downwind side of a hill formed as sand is driven over the hill into calmer areas in the lee.

Flow separation: occurs when flow streamlines leave the boundary surface (separate) creating a closed cell.

Foredune: the main and outer ridge of a coastal dune system, parallel to the beach.

Foresets: high-angle deposits dipping downwind, typical of dune slip faces (qv).

Froude number: \( F_r = \frac{u}{\sqrt{gh}} \), where \( h \) can be defined as the height of an obstacle and \( u \) is the friction velocity.

Grainfall deposition: deposition in the lee of the dune crest as a result of a rapid decrease in the transporting capacity of the wind (also termed sedimentation).

Grain shape: grain shape can be resolved into sphericity, roundness, and surface texture (qv).

Habooch: a cloud of dust raised by downdraft systems associated with thunderstorm squalls.

Harmattan: a winter wind in West Africa, which transports large quantities of dust south-westward from the Sahara.

Hot-wire (film) anemometer: an anemometer (qv) in which the speed of the wind is measured by the decrease in temperature of a heated probe.

Katabatic wind: a wind induced by topographic differences in temperature and pressure between mountainous massifs and plains. Katabatic winds, which blow from the mountains to the plains, are generally stronger than anabatic winds, which blow in the opposite direction.

Kosa: outbreaks of dust originating in the Chinese deserts which move out over Japan and the northern Pacific.

Lag deposit: a covering of coarse particles on the surface left by the removal of fines by wind of surface wash (qv desert pavement).

Laminar flow: (qv) turbulent flow) flow in which there is no significant mixing between sub-layers of the fluid.

Landsat: satellite data resolved at about 20 m (MSS), in several wavebands, used for interpreting earth-resource information.

Law of the wall: the proposition that the velocity distribution with height of flow over a smooth, level surface can be described as a straight line on a velocity-log height graph (qv velocity profile).

Leatherman trap: a sand trap (qv) which rotates with the wind, but in which sand is not separated according to height of transport.

Lee dune: an anchored dune trailing downwind from a fixed obstacle. Lee dunes can occur singly or in pairs (and occasionally in threes).

Lift: the aerodynamic upward force exerted on loose particles by the effect of low pressure created by acceleration of flow near the bed or over protrusions from the bed.

Linear dune: a dune on which length greatly exceeds width, and where net sand transport is parallel to the dune crest.

Lingoid: a term derived from the study of ripples, referring to projections of transverse ridges in the windward direction.

Lithification: the rendering of a loose sediment into hard, cemented rock.

Loess: a deposit originating as wind-blown dust, which has since been lightly lithified (or changed in other ways, as by redistribution by surface wash or streams).

Loessic: ancient, highly lithified loess (qv).

Logarithmic profile: the velocity-log height profile of the wind above a smooth level surface, this being a straight line (qv velocity profile).

Log-hyperbolic transformation: a transformation of grain-size data requiring both grain-size and grain-frequency scales to be transformed logarithmically, which produces a hyperbolic curve when plotted.

Lunette: a crescentic dune on the downwind side of a pan (qv), formed in places of sand, but more frequently of silt and clay. The crescent shape, which is formed largely by wave action in an ephemeral lake, opens into the wind.

Machair: shelly sand deposits with irregular topography found on the north-western coasts of Scotland and Ireland.

Magnetic susceptibility: the ability of a sediment to accept magnetic signals, a property which can be used to relate it to its source and pedogenic processes.

Managed retreat: a policy that accepts that coastal erosion (into coastal dunes and other coastal features) will occur, for whatever reason, and plans for the consequences.

Marram (Ammophila arenaria): a grass native to north-western European dunes, now widely introduced to stabilize coastal sand dunes. It can withstand a certain degree of burial by eolian sand and salinity.

Mega-ripple: a ripple with a wavelength of a metre or more, and reaching up to 0.3 m in height, generally formed of coarse sand.

Mega-yardang: a yardang in a system in which the 'wavelength' or mean distance between yardangs is of the order of 1 km.

Meteoron: a geostationary satellite collecting coarsely resolved data mostly for meteorological forecasting.

Milankovitch rhythms: changes in the solar input to the Earth's surface produced by variations in its solar orbital eccentricity, and precession and its axial obliquity.

Modernism: (very briefly) the belief in the inevitability of progress and in science as its principal instrument.

Mossos: wind and weather systems forced by differences in temperature and pressure between major continental land masses and the oceans.

Morphodynamic: the interaction of form and process.

Multimodal wind regime: a wind regime in which winds blow from many directions in a yearly cycle.

Nabkha: a vegetated sand mound.

Oblique dune: a dune ridge that is apparently oblique to the prevailing or resultant direction of sand movement.

Palaeosol: a soil formed at some period in the past, and now not actively being formed, often being buried by later deposits.

Pan: a shallow, ephemeral lake, generally with a smooth elliptical outline, especially on the downwind side, and generally with the long axis at right angles to the prevailing wind direction (qv lunette).

Parabolic dune: a dune with a 'hairpin' shape (a crescent with elongated parallel arms), the crescent opening into the prevailing wind. Parabolic dunes are associated with the presence of vegetation.

Parna: a term used in Australia to describe clayey loess (qv).

Pellet: a sand-sized aggregate of silt or clay particles. Pellets can travel in the wind as sand, most in saltation (qv).

Pedi-desert loess: loess (qv) formed in deserts and deposited on their margins.

Phi scale: a logarithmic grain-size scale such that grain size in phi \( \phi = -\log_{10} d \), where \( d \) is the grain size in millimetres. Larger grain sizes are represented by smaller phi values.

Photometer: device for measuring light extinction (as by dust).

Plio-Pleistocene: the geological epoch from about 2.5 to 1 million years ago, when the earth was covered with ice and deserts.

Pit point: the point on a slip face where there is the maximum deposition rate of sand, and at which, therefore, failure begins.

Pluva: an ephemeral, shallow lake in semi-arid or arid areas, often, but not always saline.

Plume: a narrow concentration (often of dust) elongated in the wind direction.
Primary dunes: dunes close to the sea in coastal dune systems.

Proximal source: the immediate source of a sediment (as opposed to its origin in the distant past).

Relative dating: dating of a deposit by its stratigraphic position (relative to overlying or underlying material) (qv absolute dating).

Reptation: the movement of grains of sand thrown up by a descending salting grain.

Residual angle after shearing: and direction (thought generally relative) potential for sand movement in the RDP (qv).

Resultant drift direction (RDD): The compass direction of the RDP (qv).

Resultant drift potential (RDP): the quantified (though generally relative) potential for sand movement in the resultant direction.

Reynolds number: an empirical expression for distinguishing between laminar (qv) and turbulent flow (qv).

Ripples: low ridges of sand, generally less than 0.01 m high, mostly aligned at right angles to the wind, and repaired at top large areas of bare, loose sand.

Roughness length (z0): the depth of the zone of near zero-velocity flow close to a surface across which the wind is blowing. The roughness length is a function of the roughness of the surface.

Roundness: the angularity of the edges of sedimentary particles (such as sand).

Saltation: the movement of grains under the influence of wind shear, in which grains rise a few centimetres into the wind, are propelled forward by it and descend again to the surface after a path of many centimetres.

Sand fence: fences designed to accumulate sand and prevent it burying valuable installations.

Sand sheet: an expanse of sand with few or very low dune forms.

Sand trap: a device used to trap sand and thereby measure the amount of sand being transported by the wind.

Sea breezes: wind systems on coasts. The onshore wind, blowing during the latter part of the day, is generally stronger than the offshore wind at night.

Secondary dunes: generally stabilized dunes, far from the sea in coastal dune systems.

Self (say): a sinuous, sharp-crested, active linear dune (qv).

Separation bubble: the zone in the lee of a transverse dune in which there is return flow towards the dune on the surface, but outward flow above (qv; flow separation).

Serpis: a North African term for a surface with a desert- or stone-pavement.

Shamal: the strong summer wind that blows from the north-west down the Arabian Gulf, carrying large quantities of dust.

Shear stress: shear occurs when one body (such as the air) slides over another (such as the ground). The shear force per unit area (in N m⁻²) is termed τ (tau).

Shear velocity (τ): (u*), where u* = (τ/ρ) is the shear velocity (choo-ar) of the air (in kg m⁻³ s⁻¹). Said to be related to the velocity profile (qv) such that u*/u = 1/x ln(z/z0) where u* is wind velocity at height z; and κ (Kapen's constant) is Karman's constant, usually taken as 0.4.

Shelterbel: qv windbreak.

Silt: fine-grained sediment smaller than sand.

Slip face: the slope to the lee of the dune crest on which sand is avalanching (qv) to maintain the angle of repose (qv).

Sphericity: the nearness of the shape of a clastic particle to that of a sphere.

Splash effect: by analogy with splashing water, the throwing up of loose grains by the impact of a returning salting grain.

Square line: a moving line of intense thunderstorms typical of places like Arizona and the Sahel in summer.

Squall line: a moving line of intense thunderstorms typical of places like Arizona and the Sahel in summer. The squalls raise large quantities of dust.

Stabilised dune: a dune inactivated because of the growth of vegetation or the development of a cohesive soil.

Star dune: a large pyramidal or dome-like dune.

Static (or fluid) threshold: the threshold (qv) of initiation of movement in a surface of particles.

Stone pavement: (qv) desert pavement.

Stoss slope: the windward slope of a dune (or other feature).

Surface texture: the microscopic form of clastic particles.

Suspension: the movement of particles by suspension in air (or water). Suspension in air generally occurs only with small clays and clays, rather than sands. Where flow is turbulent (as it generally is), the suspended particles follow the turbulent paths.

Thermoluminescence (TL) dating: the absolute dating (qv) of sediments in which the release of electrons under the influence of heat or light is measured. Electrons are stored up in sedimentary particles at a steady time-dependent rate once they are covered and protected from the light (or heat).

Threshold (or critical) shear stress: shear stress (τc) threshold shear velocity (u*) shear stress measuring the initiation or maintenance of movement in sedimentary particles (being mostly a function of their size).

Tote: the base of the windward slope of a dune.

Tractive deposition: deposition of grains on ripples in the lee of ripples or other grains (also termed accretion deposits).

Transgressive dunes: coastal dunes which migrate inland un restrained by vegetation, occurring generally where there is little vegetation (as on arid coasts) or where there is a superabundance of sand.

Transverse dune: dune ridges with crests transverse to the dominant wind, which migrate, for the most part, in the direction of the dominant wind.

Turbulent flow (qv laminar flow) in which there is significant mixing between sub-layers of the fluid as a result of turbulent eddies (indicated in air by Reynolds number (qv) values >6000). The flow comprises eddies, which, although making overall downwind progress, also have a complex internal motion.

Unimodal sand: sand whose size distribution has a strongly developed, single mode.
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