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Abstract—Education providers are increasingly using artificial
techniques for predicting students’ performance based on their
interactions in Virtual Learning Environments (VLE). In this pa-
per, the Open University Learning Analytics Dataset (OULAD),
which contains student demographic information, assessment
scores, number of clicks in the virtual learning environment and
final results, etc, has been used to predict student performance.
Various techniques such as standardisation and normalisation
have been employed in the pre-processing stage. Spearman’s
correlation coefficient is used to measure the correlation between
the activity types and the students’ final results to determine the
importance of the activities. Deep learning has been utilised to
predict students’ performance based on their engagement in the
VLE. The empirical results show that our model has the ability
to accurately predict student academic performance.

Index Terms—deep learning, student engagement, correlation
coefficient, student performance.

I. INTRODUCTION

Due to rapid development of technologies and the significant
impact of technology on higher education, educational data has
grown significantly. Therefore, this has opened opportunities
for improving student engagement in VLEs, which benefits
the whole educational system [1]. Through the extensive data
collected from the VLEs, a variety of research approaches
such as predictive learning analytics have been developed to
enhance student learning and reduce dropout rates [2].

Different data mining techniques can be used to discover
patterns and trends in this variety of data [3]. A number of
different statistical methods (e.g., regression analysis, cluster
analysis, etc) and AI techniques (e.g, genetic algorithms,
and neural networks, etc) have been used to provide more
insightful view of student learning activities. Educational
database management systems enable easy extraction of useful
information that can be fed into data mining models. The
adaptation of educational datasets [4] and data mining is
known as Educational Data Mining (EDM), which is essential

for the exploration of patterns in education and learning
behaviour and has attracted plenty of research interests [5].

Deep Learning is a machine learning technique that is
categorised by complex computational layers that can be
learned from patterns or events rather than by traditional
methods [6]. Deep learning has been proven to be useful
in resolving many complex issues relating to the extraction
of human interpretable patterns [7]. Although various studies
have demonstrated that deep learning and learning analytics
are popular, there is insufficient proof that deep learning can
be used in learning analytics and EDM [8].

Academic performance at many Higher Educational Insti-
tutions (HEIs) is primarily monitored by instructors; however,
the process is time-consuming [8]. EDM and deep learning
can contribute to a better understanding of student behaviours.
Through the use of EDM and deep learning, instructors will
be able to detect poorly engaged students in VLE so that early
interventions can be made to improve the students’ academic
performance [9].

The purpose of this study is to investigate whether or not
student interactions on VLEs have an immediate effect on
academic performance. Hence, a deep learning model has
been developed to predict student academic performance based
on students’ interactions in VLE. Since the deep learning
model has yielded outstanding results in terms of predicting
student academic performance, the findings are useful for the
educational sectors.

The remainder of the paper is organised as follows. Section
II conducts literature review of predictive learning analytics
in higher education institutions by describing the history of
this topic as well as the approaches that are primarily used
to predict student success. Section III describes the methods
that have been adopted to achieve the paper aim. Section
IV discusses the experimental results for predictive model.
Finally, Section V concludes the paper.



II. RELATED WORK

There has been extensive work that examines the signif-
icance of predictive learning analytics and EDM in higher
education institutions and how they solve related issues in
HEIs [10]. Khobragade et al. used Naive Bayes and decision
tree algorithms to address student failure in courses. They also
employed surveys and report data to predict student failure.
The data consisted of the students’ marks, family information,
social features and past performance. Naive Bayes provided
better performance than the decision tree with an accuracy
of 87% [11]. The work in [12] follows an approach similar
to the previous one - Decision tree, rule-based and Naive
Bayes algorithms have been used to predict the academic
performance of first-year students in computer science courses.
The data that was used in this work were demographics,
previous academic performance and family information. Based
on the experiment results, the rule-based algorithm provided a
better understanding than the others, with 71% accuracy [12].

Neural networks have been used widely to predict student
performance and identify a student’s at-risk status. In 2016,
there was a case study at the Bangabandhu Sheikh Mujibur
Rahman Science and Technology University (BSMRSTU) to
predict student performance using neural networks [13]. The
real data of the students was taken to ensure the accuracy of
the results. The authors performed a neural network in the
form of the Cumulative Grade- Point Average (CGPA) and
compared it with the real CGPA. Tsung-Yen et al. predicted
student grades based on clickstream videos using the Time
Series Neural Network [14].

Wei-Xiang et al., proposed a Machine Learning Feature
Selection (MLFS) and the Support Vector Machine (SVM)
to extract the key features that impact a student’s academic
performance in a Taiwan elementary school. The data was
collected from the same school and included all the student
grades as well as fifteen condition features extracted from
two different databases (student profile and tutorship records).
Using the above techniques, the authors achieved 92% of
prediction accuracy [15]. Furthermore, a model has been
developed for the Universidad Nacional de Colombia to predict
low academic performance based on specific enrolment. Two
different data mining approaches – the Naive Bayes and
Decision Tree Classifier have been used to predict student
performance. The historical data was used in a training model
for this task. The decision tree was more consistent than the
Naive Bayes classification techniques in terms of test and
training datasets [16].

Furthermore, the Open University in the UK has
utilised several machine learning algorithms to identify low-
engagement students in an e-learning system. The aim is
to know how student engagement can be useful in student
performance. Different types of data such as results, scores
on the assessments, numbers of clicks and higher education
levels were collected in this study. Based on the above criteria,
the student level of engagement is addressed. The machine
learning algorithms that have been used in this study are a

decision tree, J48, a Classification and Regression Tree, JRIP
Decision Rules, Gradient Boosting Trees and Naive Bayes.
The J48, the decision tree, JRIP and the GBT have exhibited
better performance in terms of accuracy and kappa values [17].

III. METHODOLOGY

This part of the research describes the development process
of the deep learning model to predict student performance.
Several of the most challenging aspects of predictive learning
analytics are discussed, such as data collection and pre-
processing. Moreover, deep learning has been illustrated in-
depth to predict the students’ final results. Figure 3 presents
the development process of this work.

A. Data Collection and Preprocessing

The OULAD has been utilized in this work [18]. The
dataset is comprised of student demographic information, logs
of student behaviour on the VLE, and student results on
each module. Students and course information can be found
in seven files in the OULAD: studentInfo, courses, assess-
ments, the VLE, studentRegistration, studentAssessment, and
studentVLE. We selected the AAA and BBB modules from the
social science course for two presentations: 2013J and 2014J.

(a) 2013J AAA (b) 2014J AAA

Fig. 1. Distribution of student learning activities for the AAA module

(a) 2013J BBB (b) 2014J BBB

Fig. 2. Distribution of student learning activities for the BBB module

1) Feature Extraction: The total number of clicks for each
activity type in the VLE has been used as a predictor for the
deep learning model. The VLE features are resource (Re),
oucontent (Oucn), url (Ur), homepage (Hp), subpage (Spa),
forumng (Fr), oucollaborate (Oucl), dataplus (Dp), glossary



TABLE I
THE DESCRIPTION OF THE FEATURES IN OULAD

Feature Description Type
id student The unique identification of each student

in the course
Nominal

Fr This refers to the discussion forum for the
students

Quantitative

Re Reference the course materials that avail-
able in the VLE such as course lectures
slides, books, and lecture notes in PDF and
HTML formats

Quantitative

Oucn Contains the study materials in HTML
format

Quantitative

Hp Represent the home page of each course Quantitative
Gl Reference details about the open university

and higher education acronyms.
Quantitative

Dp Represent the module that developed by
the open university to allow the student to
view their records

Quantitative

Qu Represent the number of quizzes per-
formed by the students in each module

Quantitative

Sr The final student result at the end of the
course which indicates that the student
completed the course successfully or not

Categorised
(Fail or
Pass)

(Gl), ouelluminate (Ouel), sharedsubpage (Shp), question-
naire (Qu), externalquiz (Eq), ouwiki (Ouw), dualpane (Dpl),
repeatactivity (Re), folder (Fl), htmlactivity (Ha), and quiz
(Qu). The output features are the final student result (Sr)
(Pass or Fail) that indicate whether the student has successfully
completed his course or not. All of these features have fully
illustrated in table I.

2) Missing Values: The dataset contains missing values
for some activity types. For example, the Qu activity in the
AAA has not been performed by any student. Nevertheless,
this activity plays a significant role in predicting the student’s
final performance in BBB. The predictive model will therefore
perform better and faster if these missing values are removed.
In addition, some features have also been eliminated from the
two modules (AAA and BBB) like Ouel, Shp, Qu, Eq , Ouw,
Dpl, and Re since the student performance was set to zero in
each activity type.

3) Standardization and Normalization: Student learning
activities in this dataset are not in the same scale as shown
in figures 1 and 2, for instance, in AAA modules for the two
presentation years, the range of the values in foruming, Hp,
as well as the Oucn are very high compared to the activity
types. While, the BBB module has a very high range of values
for foruming compared to the other activity types. Thus, we
have scaled these data using standardization and normalisation
techniques.

Standardisation (xstdz) is one of the standard requirements
for machine learning prediction. It has been considered as one
of the scaling techniques which centre the values around the
mean with the standard deviation unit. By standardizing the
values of the features, the machine learning performance can
be improved. The standardisation was calculated by taking the
difference between x and its mean (µ) value divided by the
standard deviation (σ) of x, as it shown in equation 1 [19].

xstdz =
x− µ
σ

(1)

xn =
x− xmin

xmax − xmin
(2)

After implementing the standardisation, the data will be
ready to perform the normalisation (xn) step. Normalisation
is the process of scaling the standard data to have a unit norm
and to be in the range of 0 to 1. Therefore, the highest value
will be 1, and the lowest is 0.

4) Label encoding: The results in this dataset has cate-
gorised into four categories which are Withdrawn, Fail, Pass,
and distinction. Our experiment in this research aims to
identify the pass and fail students based on their interactions
on the VLE. Therefore, the distinction and pass students have
been merged into one category, namely pass. Hence, two
classes were defined for the binary classification namely, class
0: Fail; and Class 1: Pass.

5) Correlation Coefficient Measurement: The Spearman’s
correlation coefficient is a statistical analysis technique to
measure monotonic relationship between paired data. It is
denoted by rs and designed as follow:

−1 ≤ rs ≤ 1

The closer rs to ±1 the stronger to the monotonic rela-
tionship. Thus, the strength of the correlation has described
as follow .0− 0.19 very weak, 0.2− 0.39 weak, 0.40− 0.59
moderate, 0.60− 0.79 strong, and 0.80− 1 very strong. This
technique has been used to examine the correlation between
input features in order to choose the optimum number of
features for the predictive model [20]. This technique has been
performed using MATLAB for the two modules over two years
(AAA 2013J, AAA 2014J, BBB 2013J, and BBB 2014J. In
equation 3, d represents the difference of the data and n is the
number of pairs of data.

rs = 1− 6
∑
d2i

n(n2 − 1)
(3)

6) Feature Selection: Feature selection is the final step
of pre-processing the data before applying the deep learning
model. Standardization normalization was applied after remov-
ing all the missing values. We then transform the categorised
results into a numeric format to make them suitable for deep
learning. In addition, to obtain better results for prediction, the
correlation coefficient was also used to minimize the number
of features and select those that would be more effective.

B. Deep learning for Student Performance Prediction

A deep learning model has been used to predict students’
academic performance. The deep learning method is the most
popular method of machine learning, and it is widely used in
many practical applications [21]. The Feedforward paradigm,
one of the most well-known deep learning algorithms, has
been used to predict a student’s final result in this work.
This algorithm divides the network into different layers (input,
hidden, and output), and those layers are interconnected. For



Fig. 3. System overview

instance, the input variables in this work are the number of
clicks that the students performed in their course study. While
the hidden layers are in the middle of the network as well
as the bias which is specific to each neuron. The output layer
represents the final student result (pass or fail) of the predictive
model.

The problem of over-fitting and under-fitting is common
with deep learning, as with many other nonlinear machine
learning approaches, particularly because it results in low
predictive results when it is far behind the actual range [22]. It
is impossible to avoid over-fitting when the number of training
samples and testing samples are different. For solving this
type of problem, weight decay and early stopping, known
as regularization techniques, have been used. A compromise
is established with the objective function in regards to the
weights parameter, bias parameter, and other parameters [23].

There are two groups of datasets in this model: training
datasets and testing datasets. 80% of the dataset is used to
train the deep learning model and estimate the neural network
weights. The remaining 20% of the dataset were assigned
to the testing dataset, which is utilized at the end of the
iterative process to ensure consistency and assess the model’s
performance.

yi = fi (neti) (4)

• fi is the activation function of neurons i.
• neti is the summation of the weight input nodes.

neti =

nj∑
j=1

Wj,iYj,i +Wi,0 (5)

• Yi,j is the input node
• Wi,j is the weight of the input nodes
• Wi,0 is the bias weight

It is imperative to manage the variations in weight by mini-
mizing the error percentage so that the gradient is reduced ac-
cordingly [24]. The training algorithm will adjust the weights
in the network to reduce the error between the predicted values
and the actual target. The choice of the activation function has
been considered a crucial step in the neural network prediction
process. To generate the output value, the net value will be
passed to the activation function after being calculated. The

Rectified Linear Unit (ReLU) layer has been chosen as an
activation function for the hidden layer to produce the output
value.

a = f (net) (6)

f(net) =

{
net, net ≥ 0
0, net < 0

(7)

The ReLU learns faster than the other activation function
such as sigmoid and TanH; also, it solves the vanishing
gradient problem. From equation 7, it can be noticed that this
activation function provides the output of 0 when the value
of the net is less than 0; otherwise, it is the original positive
value. Table II shows the network properties.

TABLE II
DESCRIPTION OF THE NEURAL NETWORK PROPERTIES

Parameter name Function/value
Number of hidden layers in network 2
Number of neurons in hidden layers 10-20
Training method Bayesian Regularization
Loss function MSE
Number of epochs 500

IV. RESULTS

This section presents the obtained results of the deep
learning model. As a first step, the statistical analysis of
spearman’s correlation coefficient is used to determine the
extent to which the input features are correlated with the output
features. The prediction of student academic performance was
also illustrated using deep learning.

A. Correlation Coefficient

The spearman’s correlation coefficient has been used to
measure the strength and direction association between the
input features as well as the output feature. In these course
modules, however, it is shown that certain types of activities
have a positive influence on student final results via this
technique. For instance, in the 2013J AAA, the Re, Oucn, Hp,
Spa, Fr and the Ur are positively correlated to the student
final results. Figure 4 represents the correlation coefficient
results between the input features as well as the output feature.
We can minimize the number of input features in order to
improve deep learning performance [24]. In 2013J AAA, we
can see that Spa and Ur, Fr and Hp are highly correlated.
Consequently, the Ur and Fr have been eliminated from the
predictor list. Similarly, in 2014J AAA, the Hp are highly
correlated to the Oucn, Spa, and Fr while, Spa is also
correlated to the Ur. Hp and Ur have been eliminated.

The mode of correlation measurement in 2013J BBB is
similar to the previous modules. Figure 4c shows that the Hp

and Qu have a good correlation to the final result. Spa is
highly correlated to the Re, Hp and Fr are highly correlated.
The low correlated input features to the output features will
be eliminated. Therefore, the Fr and Re was removed from
the predictor list. In 2014J BBB, the correlation results are



(a) 2013J AAA (b) 2014J AAA (c) 2013J BBB (d) 2014J BBB

Fig. 4. Figure presents the correlation coefficient results between input features as well as the final results. (a) & (b) shows the correlation results for AAA
module and (c) & (d) illustrates the correlation results for BBB module

similar to those achieved in 2013J BBB as Spa and Hp has
high correlation to the Re and Fr respectively.

B. Classification results

Deep Neural Network has been adopted to achieve the
objective of this research. Two different modules (AAA and
BBB) for 2 presentation years (2013J and 2014J) have been
used to estimate the prediction result using deep learning.
The number of students in each model is different from the
others; for instance, AAA 2013J course has 319 students, AAA
2014J has 292 students, BBB 2013J course has 1492 students,
and BBB 2014J has 1154 students. MATLAB has been used
to build the deep learning for predicting the final student
results. The data has been divided into two groups, training
and testing. 80% were assigned for training the deep learning
model and 20% were assigned for the testing. Majority of
data has been assigned for training the model to avoid the
over-fitting issue [24].

Equations 8-14 are used to specify the accuracy (Ac),
precision (pr), recall (re), and F1 score of the predictive
model [25]. Equation 8 is to specify the overall accuracy
while equations 9 and 10 have been adopted to calculate the
sensitivity (Se) and specificity (Sp). F1 score has also been
used to evaluate the predictive model and the scores are high
for all the four models which means that the false positives and
false negatives are low. In other words, F1 score is a harmonic
mean of the precision and recall for the predictive model. The
data is unbalanced as the number of samples for each class is
profoundly different from the other. For instance, in the AAA
2013 course, the Pass class has 277 out of 319 students in the
dataset. Kappa (kappa) value can be checked to ensure the
performance efficiency of the deep learning model.

Ac =
TP + TN

TP + TN + FP + FN
(8)

Se =
TP

TP + FN
(9)

Sp =
TN

TN + FP
(10)

Pr =
TP

TP + FP
(11)

Re =
TN

TN + FN
(12)

F1 = 2× Pr ×Re

Pr +Re
(13)

Kappa =
Po − Pe

1− Pe
(14)

The obtained results from the deep learning model after
applying the spearman’s correlation coefficient was significant.
The spearman’s correlation coefficient was adopted to reduce
the number of input features as well as indicating the ones
that has a good correlation to the output class (student result).

TABLE III
CLASSIFICATION RESULTS

Modules Se Sp F1 Kappa Ac

2013J AAA 99.2% 78% 98% 0.834 96.6%
2014J AAA 97.2% 90% 97.8% 0.846 96.2%
2013J BBB 95.3% 88.1% 95.3% 0.835 93.2%
2014J BBB 96.3% 88.8% 96% 0.85 94.2%

Table III presents the results obtained from adopting the
deep learning with the spearman correlation. There was a sig-
nificant positive impact of adopting the spearman correlation
with the deep learning model because the Ac, Se and Sp was
high in the two modules. An inspection of the results in table
III reveals that the Kappa results for all the modules are close
and high in the same time. Figure 5 compares the MSE curves
for each module.

V. CONCLUSION AND FUTURE WORK

In this study, the effect of student engagement in VLE on
student academic performance has been examined. We found
that, on average, student engagement in VLE contributed
to students’ academic achievement. Additionally, the current
approach allows teachers to gain a better understanding of
their students’ behavior so they can make the appropriate
intervention when needed. The data used in this study were
obtained from the Open University for two specific modules:
AAA 2013 and 2014, as well as BBB 2013 and 2014. Our



(a) 2013J AAA (b) 2014J AAA

(c) 2013J BBB (d) 2014J BBB

Fig. 5. MSE curves

deep learning model has provided high results in terms of
accuracy, sensitivity, specificity, and kappa analysis.

According to the current methodology, the number of clicks
for each type of activity performed by the students is used to
predict final student performance. However, there are a variety
of other factors that should also be taken into consideration,
such as the teaching style, the course design, and the expe-
rience of the teacher. Therefore, the next step is to take into
consideration the type of student engagement. For instance,
when the student is accessing resources, it is important to
check what sort of resources the student is accessing and
what is the exact file reached by the student. Future directions
will involve developing a generic method of hybrid machine
learning (supervised and unsupervised) that will be applied
to several educational datasets to help develop new algorithm
that can be applied to any other educational institution with
the same level of efficiency.
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